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Abstract 

We proposed an analysis of a hybrid control of active and reactive power for a doubly-fed induction 
generator for variable velocity wind energy injection into the electrical grid using a combination of 
adaptive particle swarm optimization and integral backstepping control in this paper. The stability of the 
Lyapunov function is utilized to establish the latter. Six controllers are developed as part of the proposed 
control process: The first is concerned with the maximum PowerPoint. The stator powers are managed by 
the second and third regulators, which are performed by the optimal PI controller using adaptive particle 
swarm optimization. The DC link voltage is kept constant by the fourth controller. The fifth and sixth are 
employed to pilot the rotor powers and ensure that the power factor is maintained to 1. These three 
controllers are synthesized by using the nonlinear integral backstepping control. These control strategies 
show excellent results compared to field-oriented control under a variable wind speed profile and 
changing generator settings in a Matlab/Simulink environment. According to the test findings, using 
integral backstepping, the overshoot of the DC-link voltage is decreased by 99.16 %. Furthermore, the 
particle swarm optimization reduces its time to reach the equilibrium state to 4.3 m s and demonstrates 
robustness against parameter generator changes. 

Keywords: Doubly fed induction generator, Indirect vector control, Integral backstepping control, 
Particle swarm optimization, Proportional-integral controller, Wind energy system 
 
 
Introduction 

Wind energy is one of the most interesting and encouraging sources of renewable energy globally, 
principally because it minimizes the environmental pollution caused by traditional power plants and the 
dependence on fossil fuels, which remain expensive sources and have limited stocks. 

Wind turbines with high output power in the megawatt range use a variety of generator 
technologies, including permanent magnet synchronous generators (PMSG), squirrel cage induction 
generators (SCIG), and doubly-fed induction generators (DFIG) [1]. Wind energy conversion system 
(WECS) incorporated the DFIG is becoming a popular configuration due to several advantages. For 
example, it can operate at low and high speeds. It can be used in a partial-sized converter in the rotor to 
control power, reduce power losses and cost, reduce mechanical parts' efforts, reduce noise, control the 
active and reactive power, and a controllable power factor [2]. The DFIG stator is directly branched to the 
grid. However, two bidirectional converters connect the rotor to the electrical network via a DC-link 
voltage, as shown in Figure 1. The rotor side converter (RSC) is used to control stator powers exchanged 
with the grid. Also, the RSC ensures the regulation of the power factor to 1. Nevertheless, the grid side 
converter (GSC) is employed to maintain the DC-link voltage invariant [3]. Its complex and nonlinear 
mathematical equations characterize the induction machine model. The active and reactive power control 
independently is not a simple task because the input variables are strongly coupled [4]. Currently, many 
control schemes have been invoked to control the DFIG destined for the wind chain to reach high 
performances. Besides, some techniques permit the conversion of a nonlinear system model into a linear 
model. Ihedrane et al. [4] have established the sliding mode control and non-adaptive Backstepping 
control to study the system stability without analytically solving the nonlinear mathematical equations. 
The authors have tested the performance of the two methods. Likewise, Elmahfoud et al. [5] have 
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compared and have applied the rotor field-oriented control and the adaptive backstepping strategy to the 
doubly-fed inductor motor. The robustness tests of the proposed control are checked by varying the motor 
parameters. Besides, Elghamrasni et al. [6] have proposed a comparison study of nonlinear sliding mode 
control (SMC) and Backstepping Control (BSC) for controlling the rotor side and grid side converters. 
The authors have shown that the BSC presents robustness and linearization of the WECS based on the 
DFIG against the SMC. Furthermore, Djeriri [7] has proposed a Backstepping approach to control the 
RSC of the DFIG to decouple and control the stator active and reactive power. The robustness is tested by 
variation of the DFIG parameters, and the wind speed value is fixed. Besides, Benakcha et al. [8] have 
replaced the PI controller with the backstepping controller. In addition to these control approaches, direct 
torque control (DTC) has been proposed to control the induction generator's electromagnetic torque and 
the stator flux separately. The authors in [9] have developed and implemented DTC for an induction 
machine using space vector modulation on a DSP hardware circuit. The authors show the effectiveness of 
the proposed method in terms of reducing ripples and improving response time. Recently, new 
optimization techniques (fuzzy logic, neural network, particle swarm optimization algorithm, etc.) have 
been advised by a number of researchers to control the DFIG and to deal with the primary drawbacks of 
indirect vector control based on the PI controllers, that gain values are dependent on the generator 
parameters. Cherifi and Miloud [10] have proposed a hybrid control based on the fuzzy logic and sliding 
mode method to control the RSC of the DFIG. Besides, Rached et al. [11] have proposed fuzzy logic to 
control the active and reactive power of the DFIG. The presence of oscillations in the transient regime 
may be seen in the simulation results. Furthermore, fuzzy logic has several drawbacks, such as the 
difficulty of precisely specifying the fuzzy laws and membership functions. The verification of a fuzzy 
knowledge-based system necessitates considerable hardware testing. However, because the FLC is not 
always correct, the results are based on assumptions, making it difficult to accept [12]. A particle swarm 
optimization (PSO) is one of the widely used artificial intelligence algorithms. The PSO has been broadly 
utilized to control the powers of the DFIG. This control approach reduces calculation time, maintains high 
precision, is resistant to system fluctuation factors, and can be implemented in a low-cost microcontroller 
[13]. The authors [14] have applied PSO to enhance the performances of the PI controllers. The latter is 
applied to control the rotor side converter. A comparative study between the proposed controller and the 
conventional PI controller has been offered. In [15], a comparison analysis between PSO and SMC has 
been offered. The author compares PSO-PISMC, PSO-ISMC, and the conventional PSOSMC to show 
that the PSO-PISMC presents a faster transient response and an improved tracking error for a wind 
turbine system. The authors [16] have examined the problem of the overshoot of the stator and rotor 
currents in the case of grid perturbation. They have proposed the PSO algorithm to tune the parameters of 
PID controllers for reducing the high value of the currents to protect the back-to-back converters. 

The extractable power from wind energy depends on the characteristics of each turbine and the wind 
variable speed. Consequently, tracking the maximum power point is required in the normal operation of 
the turbine. This strategy is known as the maximum power point (MPP) algorithm. Several schemes are 
developed to perform this algorithm. In this work, we design the MPP using the optimal tip speed ratio 
(OPTSR), which is established on the PI controller.  

Figure 1 shows the most widely used WECS configuration, which is adopted in this work and 
implemented in matlab/simulink environment. 
 

 
Figure 1 Scheme of the WECS connected to the grid. 
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Materials and methods 

Wind energy system modeling 
Wind turbine modeling 
 The produced aerodynamic power of the wind turbine is given by [17]: 
 

Pmech = PTu = 1 
2

. CP(λ,β).ρ.π.R2.Vw3                                                         (1) 
 
Where ρ is the air density (kg/m3), Vw is the wind speed (in m/s), R is the blade radius (m), and CP is the 
performance coefficient of the turbine, which is expressed by [18]:   

     
CP(λ,β) = [0.5 − 0.0167. (β − 2)]. sin � π(λ+0.1)

18.5−0.3.(β−2)
� − 0.00184. (λ − 3). (β − 2)              (2) 

                
Where (β) is the wind turbine pitch angle and (λ) is the tip speed ratio given as [17].     
 

The tip-speed ratio λ equation is given as follows [17,18]: 
 
λ=   R. ΩTu   

V
                                                              (3) 

 
 The mechanical equation of the system is given by [17,19]: 

 
 Jtot.

dΩmec
dt

+ f.Ωmec = Tg- Tem                                                                                (4) 
 
Where Jtot is the overall inertia of wind energy conversion system, TTu is the turbine torque, TTem is the 
electromagnetic torque of the DFIG, Tg is the gearbox torque, f is the overall viscous coefficient of 
friction, Ωmec is the gearbox mechanical speed (rad/s), and GB is the gearbox multiplier.  
 

DFIG modeling 
The stator and rotor voltages and field magnetic flux equations can be developed in the d-q park 

frame reference as follows [19]:  
 
                                     
 

 (5) 
                                                                                     
 

 
 
 
 
Where Vs and Vr are the stator and rotor voltage, is and ir are the stator and the rotor current, φs and φr are 
the stator and the rotor flux linkages, Rs and Rr are the stator and the rotor resistances, Ls, Lr and M is the 
stator, rotor and magnetizing inductances, respectively. 
  

The electromagnetic torque can be given by [19]: 
 

Tem = − p. M
Ls

(irqφsd − irdφsq�                                                                        (6) 
 
Where p is the number of DFIG pole pairs.  
 

The stator and rotor active and reactive powers are expressed as follows as [19]: 
 
Ps = Vsd. isd + Vsq. isq           
Qs = Vsd. isd −  Vsd. isq                                                                                                        (7) 

 

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧Vsd = Rsisd +

dφsd
dt − ωsφsq

Vsq =  Rsisq +
dφsq

dt + ωsφsd

Vrd = Rrird +
dφrd

dt −ωrφrq

Vrq = Rrirq +
dφrq

dt + ωrφrd

 

⎩
⎨

⎧
φsd = Lsisd  + M. ird
φsq = Ls. isq + M. irq
φrd = Lr. ird + M. isd
φrq = Lr. irq + M. isq
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It assumed that the stator magnetic field-oriented control is according to d-axis. The grid voltage is 
computed by the phase-locked loop (PLL) strategy. We hypothesize that the voltage across the stator 
resistance is neglected compared to stator terminal voltages [17-19]: 

  
φsd = φs   ,      φsq = 0                                    (8) 
Vsd = 0     ,      Vsq = Vs = ws.φs            
 

The rotor voltages can be expressed as follows [20]: 
 

Vrd = �Rr + �Lr −
M2

Ls
� . s� ird − g.ωs �Lr −

M2

Ls
� irq                          (9) 

 

Vrq = �Rr + �Lr −
M2

Ls
� . s� irq + g.ωs �Lr −

M2

Ls
� ird + g VsM

Ls
                        (10) 

 
We deduce from Eqs. (9) and (10), the rotor and stator currents expressions [21]: 

 

ird = �Vrd + g.ωs �Lr −
M2

Ls
� Irq  � �Rr + �Lr −

M2

Ls
� . s��                                       (11) 

 

irq = [Vrq − g.ωs �Lr −
M2

Ls
� Ird − g VsM

Ls
] �Rr + �Lr −

M2

Ls
� . s��                         (12) 

 
isd = − M

Ls
ird + φs

Ls
                            (13) 

 
isq = − M

Ls
irq                      (14) 

 
The stator powers can be written as follows [19,20]: 
 

ps = −Vs
M
Ls

irq                        (15) 
 

Qs = Vs
2

WsLs
− Vs

M
Ls

ird                      (16) 
 

The electromagnetic torque is expressed as follows [21]: 
 

Tem = − p M
Ls

 irqφs                                 (17) 
 

Maximum power point (MPP) strategy 
To design the MPP control with mechanical speed regulation, the rotational velocity of the 

generator is kept at its reference. Consequently, the electromagnetic torque developed by DFIG is equal to 
its reference value imposed by the following control [17]: 
 
Tem =  Tem−opt                                                                                                (18)                      
            

Figure 2 shows the optimal electromagnetic torque Tem-opt for obtaining a rotational speed, which is 
equal to the optimal one as the following equation: 

 
Tem−opt = �Kpmppt + Kimppt.

1
S
� . [Ωmec−opt − Ωmec]                                     (19)   

         
The gains of the PI controller are calculated by the pole compensation technique and its expressions 

are presented as: 
 
Kimppt = 1

τ .  f
    and      Kpmppt =

− Kimppt .Jtot
  f

   with τ is the system time constant      (20) 
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Figure 2 MPPT with speed control. 
 
 

 Application of the integral backstepping for controlling the DC link voltage and the GSC 
converter 

DC control signal 
Let us determine the derivative error εdc between the DC-link voltage and its desired [18]:  

 
ε̇dc =   V̇dc∗ − V̇dc , with  V̇dc = ic

C
    (21) 

 
Selecting the first Lyapunov function associated with the DC bus voltage error with the error 

integral action value [22,23]: 
 
Lf−dc =  εdc

2

2
+ 𝛼dc

2

2
    (22) 

 
Where   𝛼dc  =  Cdc′ ∫ 𝜀𝑑𝑐

𝑡
0 .𝑑(𝜏),  Cdc′  is the invariant of the integral action. 

 
The derivative of Eq. (22) applies: 

 
L̇f−dc = εdc. ε̇dc +  𝛼dc.  Cdc′ . εdc =  εdc ( V̇dc∗ −  𝑖𝑐

𝐶
+  𝛼dc.  Cdc′ )  (23) 

 
This can be rewritten satisfying L̇f−dc< 0 as follows: 

 
L̇f−dc = −Cdc. εdc2   
 (24) 
Where Cdc is a positive parameter. From Eqs. (22) and (24), we can write: 
 
 V̇dc∗ −  𝑖𝑐

𝐶
+  𝛼dc.  Cdc′ = −Cdc. εdc      (25) 

 
Eq. (25) allows the synthesis of the DC link current reference (ic∗), such as: 

 
 ic∗ = C. ( V̇dc∗ + Cdc. εdc + 𝛼dc.  Cdc′ )      (26) 
 
On the other hand, we have: 
 
 ic∗ =  Pdc

∗

Vdc
  (27) 

 
 Pdc∗ =  Pgsc∗ − Prsc  (28) 
 
igq∗ =  Pgsc∗

Vg
  (29) 
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Therefore, the quadrature grid current reference can be expressed as a function of the DC-link voltage as: 
 
 igq∗ = C.Vdc.� V̇dc

∗ +Cdc.εdc + 𝛼dc. Cdc
′ �  +  Prsc 

Vg
                                                               (30) 

 
GSC control signals 
The expressions of the time derivative of grid currents are given in d-q frame reference as [23]:          
                                  

digq
dt

 = 1
Lf

(−Vgq − Rf igq − ω𝑠. Lf. igd + Vg )                                                           (31) 
 

 
digd
dt

=  1
Lf

  (−Vgd − Rf igd + ωs. Lf. igq )                          
              

                 (32) 
 

The derivative of the errors of the component currents flowing through the filter εgsc1and εgsc2 is 
defined by: 
 
dεgsc1
dt

=  d igq∗

dt
− digq

dt
  (33) 

 
dεgsc2
dt

=  
d igd

∗

dt
−

digd
dt

  (34) 
 

By replacing the Eq. (31) and (32) in Eq. (33) and (34), respectively, the errors derivative becomes: 
 
dεgsc1
dt

=  d igq∗

dt
− 1

Lf
(−Vgq − Rf igq − ωs. Lf. igd + Vg )  (35) 

 
dεgsc2
dt

=  
d igd

∗

dt
− 1

Lf
  (−Vgd − Rf

 
igd + ω𝑠. Lf. igq )                                                   (36) 

 
Lyapunov function is given as value [23]: 

 

Lf−g1 =  
εgsc12

2
+

𝛼g12

2
   And   Lf−g2 =  

εgsc22

2
+

𝛼g22

2
  (37) 

 
Where   𝛼g1  =  Cg1′ ∫ 𝜀𝑔𝑠𝑐1

𝑡
0 .𝑑(𝜏) and   𝛼g2  =  Cg2′ .∫ 𝜀𝑔𝑠𝑐2

𝑡
0 .𝑑(𝜏),  Cg1′  and  Cg2′  are the integral action 

invariants. The derivation of Lyapunov function is expressed as: 
  
L̇f−g1 = εgsc1. ε̇gsc1 + αg1.  Cg1′ . εgsc1 = εgsc1(ε̇gsc1 + αg1.  Cg1′ )                           (38)     
 
L̇f−g2 = εgsc2. ε̇gsc2 + αg2.  Cg2′ . εgsc2 = εgsc2(ε̇gsc2 + αg2.  Cg2′ )                           (39)        

 
In order to guarantee the stability of the system according to Lyapunov, the derivation of  Lf−gsc 

must be negative: 
 
L̇f−gsc = −Cgsc1. εgsc12 − Cgsc2. εgsc22      (40) 
 

The virtual command of rotor current is deduced as: 
 
d igq∗

dt
− 1

Lf
(−Vgq − Rf igq − ωs. Lf. igd + Vg ) + αg1.  Cg1′ =  −Cgsc1. εgsc1                                 (41) 

 

 
d igd

∗

dt
− 1

Lf
(−Vgd − Rf igd − ωs. Lf. igq ) + αg2. Cg1′ =  −Cgsc2. εgsc2                   (42) 

 
Which gives the expression of the actual global command Vgd and Vgq are defined by: 
 

Vgq = −Lf. �
d igq∗

dt
+ αg1. Cg1′  + Cgsc1. εgsc1� − Rf igq − ωs. Lf. igd + Vg      (43) 
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Vgd = −Lf. �
d igd

∗

dt
+ αg2. Cg2′ + Cgsc2. εg2� − Rf igd + ω𝑠. Lf. igq               (44) 

 
Application of the adaptive PSO for controlling the RSC  
PSO mathematical model  
The mathematical description of the PSO algorithm is made as follows [24]:  

 
Vij(t + 1) = W. Vij(t) + C1. r1. �Pbestij − Xij(t)� + C2. r2. �Gbestj − Xij(t)�                          (45) 

 
The location of particles is depending on the previous location and velocity as the following expression: 
 
Xij(t + 1) = Vij(t + 1) + Xij(t)                                                                                 (46) 

 
Where Pbest is the best previous location (giving the minimum fitness value) of any particle is recorded, 
and Gbest is the best value attained so far by any particle in the neighborhood of that particle. The factors 
r1 and r2 are the random numbers between [0-1]. However, C1 and C2 are the acceleration constants 
denoted the cognitive and social parameters, which are determined, respectively [25]:  

 
C1 = C1max −

C1max − C1min
Niter

∗ k                                              (47) 
 
C2 = C2max + C2max − C2min

Niter
∗ k                                  (48) 

                                                                      
Where W is the inertia weight factor that is used as control parameter for the swarm velocity. In this 
work, the W is expressed by the following equation [26]: 
 
W = Wmax −

Wmax − Wmin
Niter

∗ k                                                                                   (49) 
 
Where Niter is the upper limit number of iterations and k is the current number of iterations. Wmax and 
Wmin are the maximum and the minimum weights, respectively. The particle swarm is also characterized 
by “d” the dimension of the problem and “n” the size of the swarm [25,26]. 

 
 Problem identification  

         The indirect vector control with open loop regulates powers in an open loop. However, the rotor 
currents (irq, ird) are regulated by a closed-loop. The current irq∗  is obtained from input power reference to 
control active power. The reactive power is controlled by regulating ird∗ , which is computed from the Qs

*. 
These current references can be written as follows [20]: 
 
irq∗ = − Ls

M.Vs
. Ps∗                       (50) 

 

ird∗  = − Ls
M.Vs

. (  Qs
∗  − Vs

2 
ωs.Ls

 )                      (51) 
 

The voltage references are expressed as follows [20]: 
 
Vrq∗ = �irq∗ − irq�. [Kp−rsc1 + Ki−rsc1. 1

S
] + erd + Vs′                                             (52) 

 
Vrd∗ = [ird∗ − ird]. [Kp−rsc2 + Ki−rsc2. 1

S
] + erq                                                        (53) 

 

Where   erd = g.ωs. �Lr −
M2

Ls
� . ird;     erq = g.ωs. �Lr −

M2

Ls
� . irq;   Vs′ = g. VsM

Ls
                  (54) 

 
The PI gains can be calculated utilizing the pole compensation methodology using Trsc as the system 

time constant for the RSC controller:       
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Kp−rsc1,2 = 1
Trsc

. (Lr −
M2

Ls
)  and  Ki−rsc1,2 = Kprsc.  Rr

(Lr−
M2
Ls

)
                                                (55) 

so, as shown in Eq. (55), the gains of the regulators are entirely dependent on the generator settings. Any 
changes in parameter values have an impact on the stability of the system. As a result, the problem is 
formulated as reducing the effect of parameter variation on response time while also decreasing the error 
between rotor currents. 
 

Proposed intelligent control design  
The integral absolute error (IAE) is defined by the Eq. (56) as [27]:  

 
IAE = ∫ |e(t)| dtTsim

0                                                                                 (56) 
 
Where Tsim is the simulation time and e (t) is the tracking error. The signal error is determined based on 
the differences between the reference input and the desired output. The errors are calculated as follows: 
 

�
e1 = eRSC1  =  irq∗ − irq               
e2 = eRSC2 =  ird∗ − ird                        

                                                                  (57) 

 
The objective function is determined by the weighted sum of errors given in Eq. (58). The integral 

absolute error (IAE) performance criterion is associated with the objective function presented in Eq. (59). 
By minimizing the fitness function employing the PSO algorithm, the optimal parameters are obtained 
with fast convergence of the algorithm [28]: 

 
F(t)= ∑ Wi. |ei(t)| n

i=1                                                                    (58) 
 
Obj(t) = ∫ F(t) dtTsim

0                                          (59) 
 
Where n is the maximum number of the computed errors and Wi are the nonnegative weight factors 
related to the fitness function, which their sum realizes the Eq. (60) below [29]: 
 
∑ Wi = 1n
i=1   with i = 1, 2                                                                               (60) 

 
In this paper, the adaptive weighted PSO is applied to evaluate fitness. Equal weights are 

considered. The optimization of each particle is performed on Obj(t), similar to the single-objective case.  
 
Optimization procedure  
As mentioned in [18,30], the steps of the searching procedure for the PSO technique are listed as 

follows: 
Step 1: Randomly generate an initial population. 
Step 2: If a prescribed number of iterations are reached, then the algorithm is stopped. 
Step 3: Appraise the target function of every particle as defined in Eq. (58) and record the best previous   
position (Pi) of each particle and the global best position (Pg). 
Step 4: Perform the improved velocity updating of formula (45) and the position updating of formula (46)  
for each particle. 
  
 Verify the velocity constraint conditions by using the following expressions [29]: 
 

Vi(t + 1) = �
Vmax          if         Vi(t + 1) >  Vmax      

Vi(t + 1)   if   Vmin < Vi(t + 1) <  Vmax
Vmin            if             Vi(t + 1) < Vmin      

                                             (61) 

 
Verify the position constraint conditions of particles as follows: 

 

xi(t + 1) = �
xmax          if         xi(t + 1) >  xmax      

xi(t + 1)    if    xmin < Vi(t + 1) <  xmax
xmin           if             xi(t + 1) < xmin      

                                (62) 



Trends Sci. 2021; 18(23): 712   9 of 17 
  

Step 5:  Exit if a termination criterion is met 
              Else go back to step 2.     
End 
 

Figure 3 illustrates the pseudo-code of basic PSO [31]: 
 

 
 

 
 
 
 
 

 
 
 
 
 
 
 

 

 

Figure 3 Pseudo code of PSO. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Random generate an initial population 
Repeat 

for i=1 to population size  do 
Calculate fitness value f(xij); 
if f(xij(t)) > f(pi(t)) then  pi(t) =  xij(t) 
f(pg(t))= min (f(pi(t))) 
end 
for d=1 to dimension do 
Velocity updating (Eq. (45)) 

                               Position updating (Eq. (46)) 
end 

end 
Until “Maximum iteration is met” 
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Figure 4 depicts the flowchart that can be used to coordinate the above-mentioned steps. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4 Flowchart of PSO algorithm. 
 
 
Results and discussion 

The whole system (WECS), as illustrated in Figure 1, is modeled using the before-cited equations 
and performed employing matlab/simulink. To guaranty a unity power factor, both the reactive power 
references Qg* and Qs* are set to 0 VAR. These are the adaptive PSO pilots and the RSC of the generator. 
However, the integral backstepping (IBC) commands are the grid side converter. The MPP strategy based 

START 

Initialize the parameters:  Number of iteration (Iter); swam size (n); problem dimension (d); 
lower and upper bound; max and min of inertia weight (Wmax and Wmin); max and min of 
acceleration coefficients (C1/2max and C1/2min)  

Calculate the parameters of PI controllers randomly, which are: Kprcs1; Kirsc1; Kprsc2; Kirsc1 

 Run the model of the WECS  

Calculate the Pbest of each particle and Gbest of population  

Eqs. (45) - (46) should be used to update particle velocity and position. Particles' Pbest and Gbest 
should be updated by comparing them to their previous values. 

Maximum iteration 
reached? 

 

Update the PI controller gains and run the WECS model. 

STOP 

 Calculate the objective (fitness) function according to the Eq. (59)  

Eqs. (47) - (49) are used to calculate the coefficients C1, C2 and W.  r1 and r2 are generated 
randomly. 
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on the PI regulator is established. The results are obtained and compared between the proposed methods 
and the indirect vector control based on the PI regulator.  

 Table 1 shows the parameters of the DFIG, which is employed in the simulation. 
 
 
Table 1 Set of parameters used in the simulation.                                             

Turbine  Radius of blade R 51,583 m 
Coefficient of multiplier GB 47,23 
Total moment of inertia Jtot 1000 kg.m2 

DFIG 
 
 
 
 

DFIG rated power Ps 5 MW 
Stator leakage inductance Ls 1,2721 mH 
Rotor resistance Rr 1,446 mΩ 
Rotor leakage inductance Lr 1,1194 mH 
Mutual inductance M 0,55187 mH 
Stator line to line voltage  Vs 950 V 

Capacity DC-link capacitance C 4400 μF 
Filter RL Resistor of the filter Rf 20 Ω 

Inductance of the filter Lf 0,08 H 
 
 

Table 2 gives the parameters used for establishing the code of the adaptive PSO. 
                                
 
Table 2 APSO code parameters. 

Parameters Value 
Population size 20 

Number of parameters 4 

Number of iterations 20 

Wmax 0.9 

Wmin 0.4 

C1max = C2max 2 

C1min = C2min 0.1 

 
 

Figure 5 presents the variable wind speed profile that has been applied to drive the wind energy 
system. As you can see, the wind speed begins at 9 m s-1, at 0.2 s the wind speed suddenly varies at 11 m 
s-1, at 0.4 s the wind speed quickly evolves to 12.5 m s-1 and at 0.6 s, it drops to 10 m s-1 to test the 
performance and the superiority of the advised methods. 

 
 

 
 
Figure 5 Wind speed profile (m s-1). 
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Figure 6 shows the mechanical speed computed by the MPPT algorithm. As you can see, the time 
response is in the order of 1 m s and is considered very satisfactory compared to the quick variation of the 
wind velocity. Also, the rotational speed tracks and the input reference with a static error are equal to 0. 
The rated generator speed that corresponds to the rated value of the wind speed is 104.7 rad s-1. The latter 
corresponds to 3 pairs of poles of the generator. 

 

 
 
Figure 6 Mechanical rotation speed (rad s-1). 

 
 
Figure 7 presents the d-q components of the gird voltage computed by the PLL based on the PI 

controller. Unlike the d component, which is fixed to 0, the q component is regulated to the rated 
maximum line- neural voltage value. 

 

 
Figure 7 Grid voltage components computed by PLL. 
 
 

Figure 8 illustrates that the stator active power follows its set point and shows a comparison 
between the adaptive PSO and indirect vector control. The time response is ameliorated from 8.8 to 4.3 m 
s. The static error is significantly reduced and is close to 0. 

 

 
Figure 8 Stator active power (W). 

 



Trends Sci. 2021; 18(23): 712   13 of 17 
  

Figure 9 demonstrates the reactive power computed by the 2 techniques. It can be seen clearly that 
the recommended method reduces the power overshoot in the transitory regime, ameliorates the response, 
and minimizes the static error. 

 

 
Figure 9 Stator reactive power (VAR). 

 
Figure 10 demonstrates that the power factor is regulated to 1 by the 2 methods. As you can see, the 

PSO maintains the power factor to one better than the IFOC. At 0.4 and 0.5 s, the proposed method 
ignores the wind profile variations. 

 

 
Figure 10 Unit power factor. 
 
 

Figure 11 presents the DC-link voltage computed by the conventional PI, the conventional 
backstepping (BC), and the integral backstepping control (IBC). The positive constants of backstepping 
are Cdc= 3e + 4, C’dc = 1e + 8, Cgsc1 = 1e7, C’g1= 1e + 12, Cgsc2 = 1e + 9 and C’g2 = 1e + 12. Remarkably, 
the overshoot of the DC link voltage is considerably reduced from 2400 to 20 V. As you can see, in the 
zoom, at 0.4 s, the response time is greatly improved by the integral backstepping when the wind velocity 
changes.  

Also, the static error is equal to 0. The integral backstepping ensures better robustness against the 
variable conditions of the wind speed. 

 

 
Figure 11 DC-link voltage (V). 
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Figure 12 illustrates the influence of the variation of the rotor resistance and inductance of the 
produced power. These parameters are changed by + 100% (Rated values + 100%). As you can see in the 
zoom, the APSO presents better robustness against parameter change than the indirect vector control and 
reveals a better tracking reference with a fluctuation that can be ignored in a steady-state. 

 

 
Figure 12 Stator active power (rotor parameters variation). 

 
 
Figure 13 shows the influence of the variation of the rotor resistance and inductance of the reactive 

power. As you can see, the suggested method maintains better robustness against the variable parameters 
of the rotor than indirect vector control based on PI controller. 

 

 
Figure 13 Reactive power (rotor parameters variation). 

 
 
Figure 14 shows the influence of the variation of the stator inductance of the reactive power. This 

parameter is changed by +100 % (Rated value +100 %). As you can see in the zoom, the APSO presents 
better robustness against stator inductance change than the indirect vector control and reveals a better 
tracking reference. 

 

Figure 14 Active power (stator inductance variation). 
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Figure 15 illustrates the influence of the variation of the stator inductance of the reactive power. It 
is notable that the proposed method shows better robustness against the variation of the stator inductance 
than indirect vector control based on the PI controller. 

 

 
Figure 15 Reactive power (stator inductance variation). 
 
 
Conclusions 

In this paper, the combination of the integral backstepping controller and adaptive PSO is 
successfully realized for piloting the wind energy system conversion (WECS) based on a doubly-fed 
induction generator. The DFIG stator is directly branched to the grid, and the rotor is linked via back-to-
back converters.  
 First, the whole wind energy chain is modeled and simulated under variable wind speed conditions 
using the indirect field-oriented control based on conventional PI controllers. Besides, the MPP is 
designed by dint of the PI controller, with the gains are computed by the pole compensation method.  
Second, the integral backstepping controller is proposed for controlling the DC link voltage and the grid 
side converter. This technique is compared with conventional backstepping and indirect vector control. 
The stability of the system is based on the Lyapunov function. The suggested method guarantees better 
stability provides a reduced overshoot of the DC link voltage by 99.16 % and shows a faster response 
time against the quick wind speed variation than conventional backstepping and indirect vector control.  
 Then, the gains of the PI controllers for the RSC are tuned by employing adaptive weights PSO. The 
results of the optimal controller based on the APSO are compared with those found by the conventional 
PI controller. The robustness test is performed by varying the rotor and stator parameters of the generator. 
Simulation results indicate that the APSO technique brings a faster transient response, 4.3 m s, with 
ameliorated tracking error and good robustness compared to the indirect vector control. 
The proposed control can be used in various applications, including PV system control, PV-wind hybrid 
system, battery energy storage, active power filters, etc. 

The future works will focus on: Regulating the WECS using DFIG by combining the PSO with 
other types of algorithms such as neural networks or fuzzy logic controllers, and many others and testing 
the robustness of the proposed method in the face of grid faults.  
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