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Abstract 

Researchers have collected Twitter data to study a wide range of topics, one of which is a natural 
disaster. A social network sensor was developed in existing research to filter natural disaster information 
from direct eyewitnesses, none eyewitnesses, and non-natural disaster information. It can be used as a 
tool for early warning or monitoring when natural disasters occur. The main component of the social 
network sensor is the text tweet classification. Similar to text classification research in general, the 
challenge is the feature extraction method to convert Twitter text into structured data. The strategy 
commonly used is vector space representation. However, it has the potential to produce high dimension 
data. This research focuses on the feature extraction method to resolve high dimension data issues. We 
propose a hybrid approach of word2vec-based and lexicon-based feature extraction to produce new 
features. The Experiment result shows that the proposed method has fewer features and improves 
classification performance with an average AUC value of 0.84, and the number of features is 150. The 
value is obtained by using only the word2vec-based method. In the end, this research shows that lexicon-
based did not influence the improvement in the performance of social network sensor predictions in 
natural disasters. 
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Introduction 

A sensor is a device or subsystem that functions to detect events or changes in an environment and 
send that information to other devices or subsystems. In the field of disaster management, sensors have an 
essential role. Sensors are placed at specific locations to read the situation. Then the data will be sent 
periodically to a data storage center for processing. Data processing aims to determine which data states 
disaster occurred, such as an earthquake, forest fire, or flood. Furthermore, the data center can send an 
early warning to those who need it. The results of data processing can also be used to monitor the 
situation before and during a disaster. 

The term social network sensor has been used in many studies [1,2]. The social network sensor has 
the same function as the sensor described earlier. Social network censors use online users to send states 
where the user is located when disaster strikes. They send this message or information to social media 
like Twitter. Then the classification process is carried out to determine the category of the tweet. In the 
field of disaster management, messages are categorized into 3 namely (i) natural disaster information sent 
by direct eyewitnesses, (ii) natural disaster information posted by non-eyewitnesses, and (iii) information 
that is not related to natural disaster [3]. After knowing which disaster eyewitnesses sent messages, the 
temporal and spatial information is extracted from the tweet to determine the time and location of the 
natural disaster. 

The process of classifying Twitter messages into the 3 categories mentioned above is called 
sentiment analysis. Until now, there has been a lot of research on sentiment analysis. Sentiment analysis 
consists of the following steps: (i) feature extraction, i.e., converting Twitter messages into structured 
data, (ii) creating a classification model, structured data is processed by the classification algorithm to 
acquire the model, (iii) using the model to predict categories from new Twitter messages. The overall 
performance of the social network sensor is determined by the chosen technique or method in the 1st and 
2nd steps.  
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Feature extraction is a step that must be done in sentiment analysis because the classification 
algorithm can only process structured data. And the classification performance can be influenced by the 
feature extraction technique [4]. The feature extraction technique commonly applied in research related to 
disaster management is vector space representation in matrix term-frequency [3,5]. This technique is easy 
to use, but the number of features cannot be determined because it depends on the number of unique 
words in text data. It can produce high dimension data that will make a long computational time when 
processed by a classification algorithm and requires high hardware specifications. Based on this problem, 
a study of feature extraction techniques was carried out to convert text into structured data with low 
dimensions. The resulting structured data is tested to find out which methods can improve the 
performance of the classifier. 

Generally, there are 3 types of feature extraction methods on text, i.e., vector space representation, 
word-embedding vectors based, and lexicon-based. 

Imran et al. [5] conducted a multiclass classification of Twitter data related to natural disasters from 
2013 to 2015. The feature extraction technique used is the vector space representation type, namely 
unigram and bigram. The classification algorithms used are Naïve Bayes, Random Forest, and Support 
Vector Machine (SVM). For the evaluation of trained models, 10-fold cross-validation is used with the 
performance value of AUC = 0.5. 

Tarmizi et al. [6] present the task of Author Identification for KadazanDusun language by using 
tweets as the source of data. The feature extraction used is a combination of n-grams which n is from 1 to 
5. Then processed each data with Naïve Bayes and SVM. This study shows combination unigram and 3-
gram with SVM as the classification algorithm gave the best result with an accuracy of 80.17 %. 

Zahra et al. [3] conducted a classification to determine data on Twitter messages from eyewitnesses 
related to forest fires, floods, hurricanes, and earthquakes. The feature extraction technique used is 
unigram and bigram and then combined with features of domain-expert analysis results. In addition, 
feature selection is also performed using information gain. While the classification algorithm used is 
Random Forest. The author also balances the amount of data per class with the SMOTE method to 
improve the performance of the classification model. The performance model is evaluated using 10-fold 
cross-validation with an average AUC = 0.9. 

The number of features generated by vector space representation techniques is high dimensional 
data, as shown in Table 1.  
 
 
Table 1 Structured data generated by vector space representation techniques. 

No Method Dataset Number of features 

1 Unigram  Floods 6013 

2 Unigram  Earthquakes 2456 

3 Unigram  Hurricanes  4072 

4 Unigram  Forest Fires  3905 

5 Bigram   Floods 19987 

6 Bigram   Earthquakes  7948 

7 Bigram   Hurricanes  14390 

8 Bigram   Forest Fires 12985 
 
 

The 2nd type of feature extraction method is word embedding vectors based. In research that was 
conducted by Orkphol and Yang [7] used 3 ways to create sentence vectors, namely (i) the summation of 
all Word2Vec vectors of each word in the sentence, (ii) the average of all word vectors, and (iii) 
weighting all word vectors using inverse document frequency (IDF). 

The above technique is also used for the similarity of a document [8]. This technique is also used to 
extract Twitter data features for crisis event classification cases [9]. Word-embedding vector models were 
generated by the Word2Vec, GloVe, and FastText algorithms. Nine feature extraction techniques were 
carried out to produce structured data with the number of features, as seen in Table 2. The classification 
algorithm used is Random Forest, KNN, SVM, and GNB with classified classification performance, 
which is between 0.7 - 0.92. 
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Table 2 shows the number of features resulted from techniques that use word-embedding vectors 
that can be defined. In addition, the data dimension is lower compare to the output of the methods in 
Table 1. 
 
 
Table 2 Structure data generated by word embedding vectors-based feature extraction. 

No Method Dataset Number of features 
1 Word2Vec Crisis Tweet 300 
2 CrisisW2V Crisis Tweet 300 
3 GloVe Crisis Tweet 25, 50, 100, 200 
4 CrisisGloVe Crisis Tweet 100 
5 FastText Crisis Tweet 300 
6 CrisisFastText Crisis Tweet 300 
7 SIF Crisis Tweet 100 
8 InferSent Crisis Tweet 4096 
9 tfSent Crisis Tweet 512 
 
 

These techniques may generate low dimension data. But the technique of making sentence vectors 
such as summation and average of all word-embedding vectors can produce the same sentence vector 
values. If this technique is used as a social network sensor to detect natural disaster events, it can decrease 
the sensor’s performance. 

The 3rd type of feature extraction on text is lexicon-based. This technique classifies the sentiment of 
a term based on the dictionary provided. There are many lexicon dictionaries developed by researchers 
such as Socal Google [10], NRC emotion [11], Hu and Liu [12], Slangd [13], Indonesia Lexicon[14], and 
SentiWord [15]. But the words in those dictionaries are limited, some words may not be found in a 
particular dictionary, and it can make incomplete information. 

This research aims to look for which feature extraction techniques can generate low dimension data. 
The 2nd and 3rd type of feature extraction is used to fulfill this purpose. But both methods may have a 
weakness, so we also try to combine features from each technique to find out if it affects improving the 
performance of the classification algorithm. 

There are 2 motivations for this study based on the explanation above. Social network sensors that 
have high accuracy are critical to be developed. So that humans can use it as an early warning system and 
monitor conditions when a disaster occurs. However, the social network sensors currently being 
developed still use vector space representation-based feature extraction, which produces high-dimensional 
data. This research aims to create new feature extraction by combining vector-based and lexicon-based 
word-embedding methods to have data with far fewer features. This study aims to determine whether data 
with fewer features can produce the same or better social network sensor performance. 

 
Materials and methods 

Materials 
In this study, we use datasets from the research of K. Zahra et al. [3] that are shown in Table 3. 

There are 4 datasets from Twitter data related to natural disasters such as forest fire, earthquake, 
hurricane, and flood. Every dataset has 3 class labels. The number of samples in every class is not the 
same or imbalanced. The class labels or category are: 

- direct eyewitness, this class label is messages from the eyewitness. 
- none eyewitness, messages of this class label are from non-eyewitness. 
- don’t know, messages which are not related to the natural disaster. 
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Table 3 Raw Dataset. 

No Dataset 
Category 

Direct eyewitness 
 

Don’t know None eyewitness 

1 Forest Fires 189 432 1,379 

2 Earthquakes 1,600 200 200 

3 Hurricanes 465 336 1,199 

4 Floods 627 822 551 
 
 

Tools and methods 
R package 
We use the R programming language as a tool. The word-embedding vector-based extraction 

feature uses the wordVectors package [16], and the lexicon-based feature extraction uses the sentiment 
package [17]. Package stats contain hierarchical clustering functions which are used for clustering [18]. 
The randomForest package is used to create a classification model [19]. Calculation of the performance of 
classification models using the pROC package [20].  

 
Random forest 
The random forest algorithm was proposed by Breiman in 2001 [21]. It is a supervised learning 

algorithm. As a general-purpose classification and regression system, it has been highly effective. The 
method, which combines multiple randomized decision trees and averages their predictions, has been 
shown to perform well in situations where the number of variables exceeds the number of observations. 

The random forest algorithm is based on the decision tree algorithm. The Random Forest algorithm 
has 2 stages: The first is to generate a random forest. The second is to make a prediction using the random 
forest classifier generated in the 1st stage. The pseudocode of the entire procedure is listed below: 

1. Randomly select “K” features from total “m” features where k << m. 
2. Among the “K” features, calculate the node “d” using the best split point. 
3. Split the node into daughter nodes using the best split. 
4. Repeat the a to c steps until “l” number of nodes has been reached. 
5. Build forest by repeating steps a to d for “n” number times to create “n” number of trees. 
The next step is predicting by using the random forest classifier. The pseudocode for random forest 

prediction is shown below. 
1. Takes the test features and predicts the outcome using the rules of each randomly generated 

decision tree, then saves the predicted result (target). 
2. Calculate the number of votes for each predicted target. 
3. Consider the high-voted predicted target as the final prediction from the random forest 

algorithm. 
 
Word2Vec 
Word2vec was created, patented, and published in 2013 by a team of researchers led by Tomas 

Mikolov at Google [22]. Word2vec is a natural language processing technique. The word2vec algorithm 
learns word associations from an enormous corpus of text using a neural network model. Once learned, a 
model like this can detect synonyms and recommend additional terms for a sentence. As the name 
suggests, word2vec associates each particular word with a specific set of numbers known as a vector.  

Word2vec can make highly accurate guesses about a word's meaning based on previous appearances 
if given enough data, usage, and contexts. These guesses may be used to determine a word's connection 
with other words (for example, "man" is to "boy" what "woman" is to "girl"), or to cluster and classify 
documents by topic.  

 
Ward’s hierarchical agglomerative clustering 
Clustering is a strategy for grouping similar data points together such that the points in the same 

group are more alike than the points in other groups. The set of similar data points is called a cluster. One 
of the most common and straightforward clustering techniques is hierarchical clustering. There are 2 
kinds of clustering techniques: agglomerative and divisive.  
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Agglomerative hierarchical clustering technique, initially, each data point is considered as an 
individual cluster. Similar clusters merge with other clusters in each iteration until 1 cluster or K cluster is 
created. The pseudocode for this clustering technique is shown below. 

1. Compute the proximity matrix. 
2. Let each data point be a cluster. 
3. Repeat: Merge the 2 closest clusters and update the proximity matrix. 
4. Until only a single cluster remains. 
Ward’s is the only one among the agglomerative clustering methods based on a classical sum-of-

squares criterion, producing groups that minimize within-group dispersion at each binary fusion [23]. 
Since Ward's 1st description in a 1963 publication, the Ward error sum of squares hierarchical clustering 
approach has been commonly used.  

 
Research procedure 
Figure 1 is our research procedure. It shows how the classifier work in social network sensors to 

identify the natural disaster tweet from Twitter. There are 4 steps in this procedure: (i) pre-processing, (ii) 
feature extraction, (iii) learning by using training data to create a model, (iv) use the model to do testing 
and validation. The output of this process is the performance report. 

The 1st step is pre-processing. In this step, we clean the raw datasets by using some processes such 
as eliminating punctuation, numbers, non-alphanumeric characters, multiple spaces, and non-Latin 
characters. 

The 2nd step is the most crucial in our study. We applied feature extraction techniques on cleaned 
Twitter data to generate structured data. Two types of feature extraction are used: (i) word-embedding 
vector-based and (i) lexicon-based. These techniques are used to made new features. 

The word-embedding vector-based feature extraction aims to generate sentence vectors using the 
word vectors. We obtain the word vector by using word2vec. Word2vec function is used to create the 
corpus to a fixed-size vector for each word [24]. In this research, we use all the datasets in Table 3 as a 
corpus. Each vector produced consists of 100 features.  
 
 

 
 
Figure 1 Research procedure. 
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The 1st word-embedding vector-based feature extraction is the technique to generated sentence 
vectors by using generated word vectors. In this research, we create a sentence vector with the average of 
all vectors in the sentence. The formula of this technique can be seen in Eq. 1 [7], where S is the sentence 
from the Twitter message. 𝑛𝑠 is the number of words in the sentence S. 𝑣(∙) is a function to get the vector 
of the word 𝑆𝑖. The result of the function 𝑓(𝑆) , it has a vector with 100 features.  

𝑓𝑤2𝑣(𝑆) = 1
𝑛𝑠
∑ 𝑣(𝑆𝑖)
𝑛𝑠
𝑖=0              (1) 

The 2nd word-embedding vector-based feature extraction is the bag of centroid. The previous 
method has a weakness because there is a possibility that the number of vectors from the word vector or 
the value of the sentence vector has the same or similar value as other sentences. Therefore we try to 
collect similar words. Then the vectors of similar terms are added. We name this technique the bag of 
centroid.  The 1st step of this technique is clustering all word vectors from word2vec word vectors. The 
clustering algorithm used is Ward that is one of the hierarchical clustering algorithms [25]. Since we do 
not yet know the best number of word groups, we try several values of word groups. The number of 
clusters made are 5, 10, 15, 20, 25, 50, 75, 100, 125, 150 and 175. Next, generate structured data by 
calculating the frequency of occurrence of words for each cluster. The formula of this technique is shown 
in Eq. 2. Where 𝑛𝑐𝑙𝑢𝑠𝑡𝑒𝑟 is the number of clusters. 𝑓𝑟𝑒𝑞(∙) is a function to check whether the word 𝑆𝑗 
belongs to cluster 𝑖, if it is true then the number of frequencies of cluster 𝑖 will be increased by 1. The 
structured data that is generated by this technique has 𝑛𝑐𝑙𝑢𝑠𝑡𝑒𝑟 features. 

𝑓𝑐𝑙𝑢𝑠𝑡𝑒𝑟(𝑆) = ⋃ �𝑓𝑟𝑒𝑞𝑖�𝑆𝑗=1
𝑛𝑠 ��𝑛𝑐𝑙𝑢𝑠𝑡𝑒𝑟

𝑖=1             (2) 

 
The other type of feature extraction is lexicon-based feature extraction. This technique is commonly 

used in sentiment analysis research to determine positive and negative comments. However, there has 
been no research using this technique on social network sensors for natural disasters. This technique 
calculates the sentiment value of a sentence by checking the sentiment value of each word in the lexicon 
dictionary. Then calculate the sum of all these sentiment values. In this study, we use several lexicon 
dictionaries, namely: Socal Google [10], NRC emotion [11], Hu and Liu [12], Short Jockers, Jockers, 
Loughran McDonald, SenticNet, Slangd [13], and SentiWord [15]. This feature extraction technique is 
described in Eq. 3. 𝑑𝑖𝑐 is the lexicon dictionary. 𝑠𝑒𝑛𝑡𝑖𝑑𝑖𝑐(∙) is a function to find the sentiment value of 
the word 𝑆𝑖 in the lexicon dictionary 𝑑𝑖𝑐. The structured data generated by this function has 9 features. 

𝑓𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡(𝑆) = ⋃ �∑ 𝑠𝑒𝑛𝑡𝑖𝑑𝑖𝑐(𝑆𝑖)
𝑛𝑠
𝑖=1 �𝑑𝑖𝑐             (3) 

Also, we calculate the frequency of word types from the NRC lexicon dictionary. Type words 
consist of anger, anticipation, disgust, fear, joy, sadness, surprise, trust, negative, and positive. Eq. 4 is a 
function of this feature extraction technique. 𝑡𝑦𝑝𝑒 is the word type. 𝑓𝑟𝑒𝑞𝑡𝑦𝑝𝑒(∙) is a function to calculate 
the frequency of those word types in 𝑆 sentences. This function produces structured data with ten 
features. 

𝑓𝑛𝑟𝑐(𝑆) = ⋃ �𝑓𝑟𝑒𝑞𝑡𝑦𝑝𝑒�𝑆𝑖=1
𝑛𝑠 ��𝑡𝑦𝑝𝑒             (4) 

We made several combinations of output from those techniques to generated new features used to 
build classification models. Combining several results from several feature extraction techniques has been 
common in many existing research. The goal is to get new and more complete features. From the results 
of these studies, it is known that the combination of these features can improve classification 
performance. Those features are shown in Table 4. 
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Table 4 Features generated by merging feature extraction techniques. 
 
No Name                         Feature extraction techniques # Features 

1 F1 𝑓𝑤2𝑣 100 

2 F2 𝑓𝑤2𝑣 ∪ 𝑓𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 ∪ 𝑓𝑛𝑟𝑐 119 

3 F3 𝑓𝑤2𝑣 ∪ 𝑓𝑐𝑙𝑢𝑠𝑡𝑒𝑟 105 - 275 

4 F4 𝑓𝑤2𝑣 ∪ 𝑓𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 ∪ 𝑓𝑛𝑟𝑐 ∪ 𝑓𝑐𝑙𝑢𝑠𝑡𝑒𝑟 124 - 294 
 

 
After structured data are generated, data are divided into training data and testing data. The ratio of 

each data is based on 10-fold cross-validation. Then the 3rd step is applied; it uses training data in the 
learning process to make the classification model using Random Forest. And the last step is testing and 
validation. This step uses the classification model to predict the class label of the testing data. The 
predicted class label and actual class label are calculated to obtain the value of AUC (Area Under the 
Curve) ROC (Receiver Operating Characteristic) [26] for each class. AUC ROC or AUC value is 
commonly used to evaluate classification model performance. We analyze each classification model 
performance to find out which feature extraction technique helps the classification model get the best 
performance. 
 
Results and discussion 

There are 3 objectives in our experiments. The 1st objective is to know the performance of each 
classification model that is built with described techniques in the previous section. The 2nd objective is to 
see the influence of additional features from the bag of centroids and lexicon-based. And the last, we 
check the comparison of the number of features and performance value of classification between our 
proposed features and features generated using vector space representation techniques (unigram and 
bigram). 

 
Structured data 
Structured data is generated using the feature extraction techniques that are mentioned in Table 4. 

We created 96 structured data that are shown in Table 5. 
 
 
Table 5 Generated Structured Data Using Features F1, F2, F3 and F4. 

Structured 
data Raw dataset Feature name # Cluster # Features 

D1 

Forest Fires 

F1 - 100 

D2 F2 - 119 

D3 - D13 F3 5, 10, 15, 20, 25, 50, 75, 100, 
125, 150, 175 105 - 275 

D14 - D24 F4  5, 10, 15, 20, 25, 50, 75, 100, 
125, 150, 175 124 - 294 

D25 

Earthquakes 

F1 - 100 

D26 F2 - 119 

D27 - D37 F3 5, 10, 15, 20, 25, 50, 75, 100, 
125, 150, 175 105 - 275 

D38 - D48 F4  5, 10, 15, 20, 25, 50, 75, 100, 
125, 150, 175 124 - 294 

D49 

Hurricanes 

F1 - 100 

D50 F2 - 119 

D51 - D61 F3 5, 10, 15, 20, 25, 50, 75, 100, 
125, 150, 175 105 - 275 

D62 - D72 F4  5, 10, 15, 20, 25, 50, 75, 100, 
125, 150, 175 124 - 294 
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Structured 
data Raw dataset Feature name # Cluster # Features 

D73 

Floods 

F1 - 100 

D74 F2 - 119 

D75 - D85 F3 5, 10, 15, 20, 25, 50, 75, 100, 
125, 150, 175 105 - 275 

D86 - D96 F4  5, 10, 15, 20, 25, 50, 75, 100, 
125, 150, 175 124 - 294 

 
 

Performance of classification models 
Next, we make 96 classification models with Random Forest and evaluated them with 10-fold cross-

validation. The prediction results of each model that uses the same feature extraction are combined, and 
then the performance is calculated. It means that the prediction results of the classification model that are 
made by using the D1, D25, D49 and D73 structured data will be combined, and then the classification 
performance is calculated. This result represents the classification model performance if we use the F1 
feature extraction technique. 

Another example is combining the prediction results of the classification model created using the 
D13, D37, D61 and D85 datasets. This result shows the classification model performance if we use the F3 
feature extraction technique using 175 clusters. Table 6 shows the results of the methods we used. 
 
 
Table 6 Performance of classification (AUC). 

No Feature name #Features 
Category 

Direct eyewitness 
 

Don’t know None eyewitness 

1 F1  100 0.846 0.796 0.865 

2 F2 119 0.844 0.796 0.865 

3 F3 5 105 0.844 0.801 0.864 

4 F3 10 110 0.843 0.801 0.864 

5 F3 15 115 0.845 0.802 0.866 

6 F3 20 120 0.845 0.801 0.868 

7 F3 25 125 0.844 0.798 0.866 

8 F3 50 150 0.846 0.802 0.868 

9 F3 75 175 0.846 0.799 0.868 

10 F3 100 200 0.847 0.799 0.865 

11 F3 125 225 0.845 0.797 0.866 

12 F3 150 250 0.846 0.799 0.867 

13 F3 175 275 0.847 0.797 0.868 

14 F4 5 124 0.844 0.800 0.866 

15 F4 10 129 0.844 0.800 0.866 

16 F4 15 134 0.844 0.800 0.865 

17 F4 20 139 0.844 0.798 0.866 

18 F4 25 144 0.845 0.799 0.866 

19 F4 50 169 0.845 0.797 0.866 

20 F4 75 194 0.845 0.797 0.867 

21 F4 100 219 0.845 0.798 0.866 

22 F4 125 244 0.845 0.798 0.868 
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No Feature name #Features 
Category 

Direct eyewitness 
 

Don’t know None eyewitness 

23 F4 150 269 0.844 0.795 0.866 

24 F4 175 294 0.847 0.801 0.868 
 
 

Based on the results above, it shows the results of the F1 and F2 techniques. And F3 and F4 
techniques have several classification performance results based on several variations in the number of 
clusters. Figure 2 shows the classification performance comparison (AUC). In this picture, it is not clear 
which cluster provides the best performance. And Figure 3 shows the average AUC of the 3 classes. It 
shows a technique that provides the best classification performance value, namely the F3 approach with 
50 clusters. 

 

 
Figure 2 Classification performance of F3. 

 

 
Figure 3 Average classification performance of each class by using the F3 technique. 

 
 
Figure 4 shows the classification performance comparison (AUC). But Figure 5 shows which 

approach provides the best classification performance. It shows the average AUC of the 3 classes and 
shows that the F4 technique provides the best classification performance value, namely the F4 approach 
with 125 and 175 clusters. However, we chose cluster 175 as a better value because the AUC for the 
direct eyewitness class is higher. 

 
 

0.794

0.814

0.834

0.854

0.874

F3 5 F3 10 F3 15 F3 20 F3 25 F3 50 F3 75 F3 100 F3 125 F3 150 F3 175

F3's AUC 

direct eyewitness don’t know none eyewitness

F3 5 F3 10 F3 15 F3 20 F3 25 F3 50 F3 75 F3 100 F3 125 F3 150 F3 175

Average of AUC 0.836333 0.836 0.837667 0.838 0.836 0.8386670.837667 0.837 0.836 0.8373330.837333

0.8358

0.8363

0.8368

0.8373

0.8378

0.8383

0.8388

F3's Average of AUC 



Trends Sci. 2021; 18(23): 680   10 of 13 
  

 
Figure 4 Classification performance of F4. 

 

 
Figure 5 Average classification performance of each class by using the F4 technique. 

 
 
Performance comparison with other techniques 
We compare our results to results from the unigram and bigram feature extraction techniques. The 

comparison result can be seen in Table 7. The results of our methods are listed in rows 2 - 4. The 1st row 
shows the performance of the average of all vectors in the sentence (F1). And the 2nd row is the performance 
value by merging features from the average of all vectors in the sentence and lexicon-based (F2). The 3rd 

row shows the best result of combining features from the average of all vectors in the sentence and bag of 
centroid (F3). The best work of F3 is acquired if the number of clusters is 50. The 4th row is the best result of 
merging the feature average of all vectors in the sentence, bag of centroid, and lexicon-based (F4). The best 
result of F4 is acquired from using 175 clusters. Row 5 and 6 are the classification performance using 
structured data resulting from the existing feature extraction method. Figure 6 indicates the comparison 
chart of the AUC per class compared to the approach that we use with current feature extractions. Figure 7 
shows the comparison of the mean AUC. 

From Figure 7, we can see that additional features from lexicon-based could not significantly 
influence the performance of the average of all vectors in the sentence. The result can be seen from 
comparing performance between F1 and F2. Another proof could also be seen from comparing the 
performance of F3 and F4. On the other hand, additional features from the bag of centroid have an impact 
on the performance of the classification technique of the average of all vectors in the sentence. The proof 
can be seen from the comparison average AUC values of F1 and F3 and F2 and F4 in Figure 7. 
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Table 7 Comparison of our result to result of n-gram techniques. 

No Feature Name #Features 

Performance (AUC) 

Category 

Direct eyewitness 
 

Don’t know None eyewitness 

1 F1  100 0.846 0.796 0.865 

2 F2 119 0.844 0.796 0.865 

3 F3 50 150 0.846 0.802 0.868 

4 F4 175 294 0.847 0.801 0.868 

5 Unigram 6013 0.832 0.795 0.841 

6 Bigram 19987 0.853 0.798 0.812 
 
 
We used the feature extraction technique to give better value in predicting don’t know category and 

none eyewitness category with the highest AUC value of 0.802 and 0.868. While the n-gram technique 
only has an AUC value of 0.798 and 0.812 for both mentioned categories. On the other hand, to predict 
the eyewitness category, our approach shows the highest AUC value of 0.847, which is lower than the 
AUC value compared to the n-gram technique. If we compare the average AUC in Figure 7, all the 
methods we propose have a better performance than the existing methods.  

 

 
Figure 6 AUC Comparison with existing feature extraction method. 

 

 
Figure 7 Comparison average of AUC. 

 
Column #Features in Table 7 show the number of features of each technique. A chart that compares 

the number of features can be seen in Figure 8. It shows that our methods generated structured data with 
lower dimensions if it corresponds to n-gram techniques. Our approach only generates data with between 
119 to 294 features. And the n-gram technique, which could produce maximum features 6013 and 19.987.  
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Figure 8 Comparison number of features. 

 
 
Conclusions and future work 

Our research aims to find a feature extraction technique that can replace the vector space 
representation technique. We saw from this approach is produces high dimension data and generates an 
arbitrary number of features. The number of features depends on the number of words in the corpus. As 
proof, the unigram technique yields a feature count between 2,456 to 6,013 and the AUC is 0.823. The 
bigram technique produces a higher number of features, namely between 7,948 to 19,987 and the AUC is 
0.821. We also found that the training process with this high dimension data requires a long computation 
time of about 48 h. 

We explored the word embedding vectors-based technique in this study because it produces low 
features. The word-embedding method that we use in this study is Word2Vec. The generated features are 
fixed length, only100 features. In this research, we tried to complete sentence vectors built with 
Word2Vec with features developed by the lexicon-based (F2) feature extraction function. This function 
adds 19 features. However, these features did not improve the classification performance but instead 
decreased it by 0.08 %. Our study confirmed that the existing Lexicon dictionaries are not suitable for 
social network sensors in cases of natural disasters. The dictionaries can be used to classify negative and 
positive sentences only. So it is necessary to make a new dictionary for natural disasters to classify the 
categories direct eyewitness, none eyewitness, and don't know. 

Another feature extraction technique that we use is the bag of centroid. We add the features 
produced by this technique to the F1 and F2 techniques to produce the F3 and F4 techniques. The bag of 
centroid technique succeeded in getting the best classification performance compared to the F1, F2, 
Unigram, and Bigram techniques. Classification performance improvement is about 0.36 % better when 
compared to F1 and F2 techniques. And 2.11 % better when compared to the Unigram and Bigram 
techniques. 

The best technique we propose produces a very much less number of features when compared to the 
feature extraction base on vector space representation. The number of features decreased by about 96 % 
when compared to the unigram technique. And a decrease of about 99 % when compared to the Bigram 
technique. In addition, the time used for the training process is much faster, which is less than 1 h. 

This study confirmed that feature extraction based on a word-embedding vector can significantly 
reduce the number of features and provide better classification performance. However, there is still a lot 
of room for improvement. In this research, we only use a word embedding method, namely word2vec. 
Other methods that scientists have developed are Glove and Fasttext. In future research, we will use these 
2 methods to determine their effect on improving classification performance. Another possible way to 
improve classification performance is by changing the classification method. The method we will use in 
the following research is the Convolutional Neural Network to conduct text classification. 
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