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Abstract

Evolutionary computation algorithms are in recent trends for feature selection due to their efficient results as compared to traditional algorithms. The performance of the evolutionary computational algorithm completely depends upon the parameter (like population, number of generations) setting. Existing parameter setting techniques have been developed for specific algorithms. This paper designs a generic pre-processing technique that removes the redundant as well as irrelevant features from the initial given feature set. This work uses Kendall tau to find the non-redundant feature and the Kruskal Wallis for the relevant features. If Kendall tau is not able to select any non-redundant feature then mutual information gain is used to select significant features followed by the Kruskal Wallis to select relevant features. The designed technique has been analyzed on 4 evolutionary computation algorithms, Modified Binary Particle Swarm Optimization, Non-dominated Sorting Genetic Algorithm, Binary Grey Wolf Optimization, and Binary Whale Optimization Algorithm over 6 datasets by using accuracy, the number of features in selected subset, sensitivity, and specificity. The present technique improves the performance of each algorithm in terms of accuracy, sensitivity, and specificity by 1 % on average with a 10 % reduction in the selected feature subset proves the significance of the proposed technique.
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Introduction

In classification for a given dataset D with a set of vectors (instances) along with class labels C (C1, C2, .... Cnoc), we have to identify the correct class for each instance. Each instance consists of different features F (f1, f2, .... fnof), describing any specific event. The preliminary task of the classifier is to predict the class label of different instances accurately [1]. The performance of the classifier is directly related to the number and behavior of the feature. The performance optimization of any classifier can be done by selecting relevant and non-redundant features [2]. A feature is said to be relevant if and only if the feature appears in every Boolean function used to determine the class label. In other words, a feature is relevant if \[P(C|f_i, F) \neq P(C|F)\] where \(F = \{f - f_i\}\) and \(P(C|F)\) is the probability distribution of different classes with features F [3]. A feature is said to be redundant if it is highly correlated with the other feature(s) of a dataset. Moreover, the redundancy is 0 (minimum) when 2 features are orthogonal and it increases with a decrease in orthogonality [4].

Feature selection is an active field with numerous applications in areas like data mining, pattern recognition, machine learning, and statistics. It has proven its significance by enhancing accuracy and reducing complexity [5]. Suppose S is a subset of selected features from F features in dataset D. Then the feature selection can be formalized as Eq. (1);

\[P(C|S) \geq P(C|P - S)\]  \hspace{1cm} (1)

where \(P_s\) is the power set of F features. Eq. (1) shows that the classification performance by using subset S of feature is higher as compared to the classification performance by other sets of features in \(P_s\). The feature selection is a process to enhance the classification performance by selecting a subset of features from all the possible combinations of features [6]. The feature selection problem is proven to be NP-
complete as the number of possible subsets increases exhaustively with an increase in the dimensionality of the dataset [7].

Evolutionary Computation (EC) algorithms have the capabilities to perform the global search efficiently. The ability of EC algorithms to convergence towards global optima makes it suitable for feature selection. A few EC algorithms used for the feature selection are genetic algorithm (GA) [8], particle swarm optimization (PSO) [9], differential evolution (DE) [10]. These are the most popular EC algorithms as more than 500 papers had been published on these in the past few years [11]. Non-dominated sorting genetic algorithm (NSGA) is a popular multi-objective EC algorithm that is a modification of genetic algorithm. This algorithm builds the parent population for the next generation by sorting all parents and offspring into a different level of non-dominated solutions [12]. This algorithm also preserves diversity based on the crowding distance [13]. Modified binary particle swarm optimization (MBPSO) is designed to deal with the premature convergence of binary particle swarm optimization. It manages the particle inconsistency using the velocity and the resemblance between best particle solutions [14]. Differential evolution using a wheel-based search strategy (DEFSw) modifies the DE to reduce the search space. The DEFSw reduces the search space by defining the upper limit to the feature subset size [15]. Binary grey wolf optimization (BGWO) simulates the hunting behavior of the wolves to select the relevant features [17]. The performances of various EC algorithms depend upon different parameter settings; the wrong selection of such parameters for any EC algorithm can result in a non-optimal solution. The vital parameters that need to be fixed are the size of the population, the number of generations or iterations, the number of independent runs of an EC algorithm. The population size is a crucial factor for the performance determination of an EC algorithm for feature selection. If the initial population of an EC algorithm includes the optimal subset of features, then the EC algorithm performs well otherwise the performance of the EC algorithm depends upon other parameters [18].

Different authors have worked to control the initial size of the population to select the optimal subset of features. The work of few such authors has been discussed here. Hussien and Amin [19] has designed an Improved Harris Hawks Optimization (HHO) by improving the Harris Hawks Optimization (HHO) algorithm through opposition-based learning, chaotic local search algorithm, and the self-adaptive strategy. Ooi et al. [20] has proposed the Self-Tune Linear Adaptive Genetic Algorithm (STLA-GA) that adapts the parameters like maximum generation, mutation probability, convergence threshold, and population size of genetic algorithm. Lobo and Lima [21]; Bielza et al. [22]; Toğan and Daloğlu [23] have given different schemes applied to the genetic algorithm to control the population parameter. Different preprocessing techniques have been used by Yu et al. [24]; Brest and Sepsy [25] for population size reduction on DE. Teng et al. [26] has used the correlation matrices along with V-shape transfer function-based binary particle swarm optimization for feature subset selection. Viharos et al. [27] have proposed an adaptive feature selection algorithm that selects the best possible feature based on the given problem. This algorithm iterates over several algorithms for a particular dataset to select the best features. Beuren and Anzanello [28] removed the redundant features using mutual information and rank the variables by using non-parametric tests to select the optimal subset of features. Any of the stated algorithms do not apply to different EC algorithms; each algorithm is specific to the particular EC algorithm.

This paper develops a generic technique that can be applied to any EC algorithm as pre-processing for controlling the population parameter. The designed technique reduces the initial population size by removing the redundant features which don’t contribute to the group of selected features. This leads to enhanced probability for the selection of optimal subset. The proposed technique doesn’t remove the relevant features that result in the improved accuracy of the classification algorithm. The main contribution of this work is as follows.

1) This work removes the redundant features from the initial population using the Kendall tau and mutual information gain to reduce the initial population for any EC algorithm.
2) The relevant features that are highly correlated with class are added back to the initial population to maintain the optimal initial population.
3) The performance validation has been done using 4 EC computation algorithms to show the significance of the work.
Materials and methods

This section describes the proposed preprocessing method along with the various useful techniques including Kendall tau, Kruskal Wallis, and theorems to find redundant features.

Similarity of distribution

The similarity of distribution between 2 variables is determined by the similarity score between 2 features evaluated using Kendall tau or Kruskal Wallis. The Kendall tau and Kruskal Wallis Kruskal Wallis are explained in the next subsections.

Kendall tau

Kendall’s tau is a rank correlation-based measure used to estimate the association between 2 variables. It is a robust measure of association due to its vigorousness to the nature of distribution and insensitivity to the outliers. Suppose, 2 random variables $X_i$ and $X_j$ then Kendall tau for 2 observations (no ties) is given by Eq. (2);

$$\tau = pr(X_{i1} > X_{j1} \text{ and } X_{i2} > X_{j2}) - pr(X_{i1} > X_{j1} \text{ and } X_{i2} < X_{j2})$$

(2)

where pr is the probability. It is preferred to make this definition in terms of the dominance variable given in Eq. (3);

$$\tau = \frac{\text{score}}{\text{max_score}}$$

(3)

where the score is estimated by enumerating the concordance between 2 variables in a regular fashion. The score can have a value of 1 or $-1$ depending upon the same order or opposite order of 2 variables respectively. It is given by Eq. (4);

$$\text{score} = \text{sign}(X_{j1} - X_{i1}) \times \text{sign}(X_{j2} - X_{i2})$$

(4)

The max_score is evaluated as shown in Eq. (5);

$$\text{max_score} = n \times (n - 1)/2$$

(5)

where $n$ is the number of observations [29-31].

Kruskal Wallis test

It is a non-parametric test used to evaluate whether 2 samples have been generated from the same population. It tests the null hypothesis that each sample belongs to the same population $H_0; S_e = \frac{(n+1)}{2}$. In this test, firstly the output is altered to rank in ascending order. The test statistics of the samples with ties for the mean rank can be calculated by Eq. (6);

$$H = \frac{12}{n(n+1)} \sum_{e=1}^{C} \frac{S_e^2}{n_e} - 3(n + 1)$$

(6)

where, $n = \sum_{e=1}^{C} n_e$ is the number of samples within the population, $n_e$ is the number of data elements in any particular ($e^{th}$) group/class, $S_e$ is the rank sum of the particular group. The test statistics in the presence of equal values (ties) as given by Eq. (7);

$$H = \frac{1}{P} \left( \sum_{e=1}^{C} \frac{S_e^2}{n_e} - \frac{n(n+1)^2}{4} \right)$$

(7)

where $P$ is given by Eq. (8);

$$P = \frac{1}{n-1} \left( \sum S^2 - \frac{n(n+1)^2}{4} \right)$$

(8)
where \( S \) is the mean rank of each element in \( D \). The null hypothesis is rejected if \( \hat{H} > \tau \), here \( \tau \) is the tabular value or the experimental threshold. Some special table can be found to test the significance of the \( \hat{H} \), but the \( \chi^2 \) distribution is more practical [32,33].

**Redundant features from dataset**

This section proves that the features with high similarity distribution are redundant. Moreover, this section also determines the redundant features of a dataset.

**Theorem 1:** If \( x, y \) are different variables and \( z \) is a decision variable such that \( z = f(x, y) \). If \( x \) and \( y \) have high similar distribution then \( z = F(x) \).

**Solution:**
\[
z = f(x, y) \tag{9}
\]

The similarity between the 2 variables is given as [34];
\[
S(x, y) = \frac{1}{2} \left[ 1 + \sum_i (x_i - y_i)^{1/2} \right] \tag{10}
\]
where \( \sum_i (x_i - y_i)^{1/2} \) is the Bhattacharyya coefficient, which increases with the increase in distribution similarity.

Using Eq. (10) \( x \) and \( y \) are highly similar so;
\[
y = h(x) \tag{11}
\]
Using Eqs. (9) and (11);
\[
z = f(x, h(x)) \tag{12}
\]
\[\Rightarrow z = F(x) \] This proves the given statement.

**Theorem 2:** If 2 different variables or features have a high similarity distribution, then any of these features can be used to provide the class label without loss of generality.

**Solution:**
Suppose \( f_1 \) and \( f_2 \) are 2 features with \( c \) as a class label. Then \( c \) can be determined using \( f_1 \) and \( f_2 \) as stated by Eq. (13);
\[
c = h(f_1, f_2) \tag{13}
\]
where ‘\( h \)’ is any function to compute the relation between \( c \) and \( f_1, f_2 \). In 2010, Auffarth et al. [35] has given Eq. (14) to find redundancy;
\[
Red(f_1, f_2, c) = \frac{1}{n} \sum_{i=1}^{n} \Delta([f_1|c = c_i], [f_2|c = c_i]) \tag{14}
\]
where, \([f_1|c = c_i]\) shows the distribution of feature \( f_1 \) when the class is \( i \), \( n \) is the number of the class label, and \( \Delta \) shows the similarity distribution.

Using Eq. (14), for high values of \( \Delta \) the \( Red \) is high then;
\[
f_1 = p(f_2) \tag{15}
\]
where \( p \) is any function.

Using Theorem 1 with Eqs. (13) and (15) gives Eq. (16);
This shows that class $c$ can be computed by using any feature that proves the theorem.

**Proposed work**

A generic pre-processing technique is designed by selecting the features which are highly correlated with the class and mutually exclusive to each other. Suppose a dataset $D$ has $n_{of}$ features $F = (f_1, f_2, ..., f_{n_{of}})$ and $n_{oc}$ classes $C = (c_1, c_2, c_3, ..., c_{n_{oc}})$ with $n$ instances of each. Then the process to select the $sf$ subset of features applies Kendall tau to determine the association of each attribute with the other attribute. This association is determined in terms of $\tau(\tau)$ which can have any integer value depending upon score and max_score as specified in previous subsections is given by Eq. (17);

$$\forall i=1^{n_{of}} \forall j=1^{n_{of}} \tau_{ij} = \frac{\sum_{k=1}^{n-1} \text{sign}(f_{ik}-f_{ik}) \times \text{sign}(f_{ik+1}-f_{ik+1})}{n \times (n-1)/2}$$

(17)

The minimum and the maximum value of $\tau$ for each feature are computed by Eqs. (18) - (19), respectively.

$$\forall i=1^{n_{of}} \text{min}_i = \text{minimum}(\forall j=1^{n_{of}} \tau_{ij})$$

(18)

$$\forall i=1^{n_{of}} \text{max}_i = \text{maximum}(\forall j=1^{n_{of}} \tau_{ij})$$

(19)

where $\text{min}_i, \text{max}_i$ gives the minimum and maximum value of $\tau$ for $i^{th}$ feature respectively. $\tau_{ij}$ shows the association ($\tau$ value) of the $i^{th}$ feature with the $j^{th}$ feature. To compare the value of $\tau$ for each attribute, this value is normalized between 0 and 1 by using Eq. (20);

$$\forall i=1^{n_{of}} \forall j=1^{n_{of}} \tau_{ij} = \frac{(\tau_{ij} - \text{min}_i)}{(\text{max}_i - \text{min}_i)}$$

(20)

A feature with a similarity score higher than the average similarity score is redundant so the average similarity score is calculated to determine the redundant features by Eqs. (21) - (22);

$$\forall i=1^{n_{of}} \tau_{mi} = \frac{1}{n_{of}} \sum_{j=1}^{n_{of}} \tau_{ij}$$

(21)

$$\tau_M = \frac{1}{n_{of}} \sum_{i=1}^{n_{of}} \tau_{mi}$$

(22)

where Eq. (21) computes the average similarity score for each feature $\tau_{mi}$ by dividing the sum of the score for that particular feature by the number of features. While Eq. (12) average the score of each feature to compute the overall similarity score $\tau_M$.

Using Theorem 2, the features with high similarity i.e. $\tau_M < \tau_{mi}$ are redundant so these features can be dropped to select the non-redundant subset of features given by Eq. (23);

$$sf = \forall i=1^{n_{of}} \bigcup_{\tau_{mi} \leq \tau_M} f_i$$

(23)

Eq. (23) union the features with a similarity score less than the overall similarity score to give a non-redundant subset of features.

If there exists no feature whose similarity score is less than the $\tau_M$ then the feature with high information gain as compared to average information gain is selected to form a subset of features. The information gain for a particular feature can be computed by (24);

$$\forall i=1^{n_{of}} \text{info\_gain}_i = H(C) - H(C|f_i)$$

(24)
where, \( H(C) \) and \( H(C|f_i) \) is the entropy and entropy when \( f_i \) is included given by Eqs. (25) - (26), respectively.

\[
H(C) = - \sum_{c \in C} p(c) \log p(c) \quad (25)
\]

\[
\forall_{i=1}^{nof} H(C|f_i) = - \sum_{c \in C} p(c|f_i) \log p(c|f_i) \quad (26)
\]

where \( p(c) \) is the probability for class \( c \). The average information gain, say \( \text{info}gain_m \) is calculated by averaging the information gain by each feature as given by Eq. (27);

\[
\text{info}gain_m = \frac{1}{nof} \sum_{i=1}^{nof} \text{info}gain_i \quad (27)
\]

<table>
<thead>
<tr>
<th>Proposed Algorithm (D,F,C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initiate ( sf = { \emptyset } ), ( th = 0.4 )</td>
</tr>
<tr>
<td>Calculate similarity score for each feature i.e. ( \forall_{i=1}^{nof} \tau_{mi} ) by using Eq. (21)</td>
</tr>
<tr>
<td>Compute the overall average similarity score ( \tau_M ) by using Eq. (22)</td>
</tr>
<tr>
<td>Add Non-redundant Features to ( sf ) by using Eq. (23)</td>
</tr>
<tr>
<td>if length(( sf )) == 0</td>
</tr>
<tr>
<td>Compute information gain for each feature i.e. ( \forall_{i=1}^{nof} \text{info}gain_i ) using Eq. (24)</td>
</tr>
<tr>
<td>Compute average information gain i.e. ( \text{info}gain_m ) by using Eq. (27)</td>
</tr>
<tr>
<td>Add features to ( sf ) by using Eq. (28)</td>
</tr>
<tr>
<td>Endif</td>
</tr>
<tr>
<td>Compute mean feature rank ( \bar{R} ) using Eq. (6)</td>
</tr>
<tr>
<td>Add relevant features to the ( sf ) using Eq. (29)</td>
</tr>
</tbody>
</table>

**Figure 1** Proposed technique for preprocessing.

The subset of features having information gain higher than average information gain is computed using Eq. (28):

\[
sf = \forall_{i=1}^{nof} \bigcup_{\text{info}gain_i > \text{info}gain_m} f_i \quad (28)
\]
Figure 2 Block diagram for proposed technique.

The non-redundant features $sf$ may remove some features which are highly correlated with the class, such features should be added back as these features make a significant contribution to the classification. That’s why the Kruskal-Wallis test is used to determine whether any attribute removed has the same distribution as the distribution of the class, such features are added to the selected subset of features. The mean rank $H$ of each feature is computed by Eq. (6) if there is no tie otherwise Eq. (7) gives the mean rank of a feature. The relevant features are added to $sf$ using Eq. (29) to give the selected subset of features.

$$sf = \forall_{f_i \in \{F-sf\}} \bigcup_{H < th} (sf, f_i)$$

(29)

where ‘th’ is the threshold value to select the relevant feature.

This subset produces non-redundant features that are highly correlated with the class. The process is also mentioned in the algorithm using Figure 1. The algorithm given in Figure 1, selects the mutual exclusive features which are highly correlated with the class. The block diagram corresponding to the technique is given in Figure 2.

Figure 2, summarizes the working of the proposed technique. The initial feature set consists of redundant as well as irrelevant features. Such features may lower the performance of the feature selection algorithms. This technique selects the non-redundant features from the initial feature set by using the Kendall tau as stated by Eq. (23). If the number of non-redundant features is 0, then the features having information gain higher than the average information gain are selected by using Eq. (28) as non-redundant features. Some redundant features may be highly correlated with the class, such features are added to the selected subset of features by using the Kruskal Wallis as stated in Eq. (29). These steps remove the redundant and irrelevant features from the initial feature set. The processed dataset is used as an input to an evolutionary computation-based feature selection algorithm. The implementation and the result analysis of the proposed technique have been given in the next section.
Results and discussion

This work has been analyzed on 6 datasets given in Table 1, extracted from the UCI repository [36]. The datasets selected for the analysis vary in terms of classes, instances as well as attributes as shown in Table 1. The number of instances varies from 208 to 10,299 while the number of attributes varies from 24 to 561. Such high variation in the size of datasets checks the scalability of the proposed work. Moreover, each dataset belongs to different application areas like financial, biology, and artificial, such diverse datasets are capable enough to explore the capabilities of the algorithm.

Table 1 Datasets used.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Dataset name</th>
<th>Class</th>
<th>Instance</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SONAR</td>
<td>2</td>
<td>208</td>
<td>60</td>
</tr>
<tr>
<td>2</td>
<td>WDBC</td>
<td>2</td>
<td>569</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>ARRHYTHMIA</td>
<td>13</td>
<td>279</td>
<td>452</td>
</tr>
<tr>
<td>4</td>
<td>GERMAN</td>
<td>2</td>
<td>1,000</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>MADELOM</td>
<td>2</td>
<td>2,000</td>
<td>500</td>
</tr>
<tr>
<td>6</td>
<td>HAR</td>
<td>6</td>
<td>10,299</td>
<td>561</td>
</tr>
</tbody>
</table>

The proposed preprocessing technique has been implemented on the 4 evolutionary algorithms, namely NSGA, MBPSO, BGWO and BWOA. These algorithms already have been discussed in the literature. The performance of these algorithms has been analyzed by using parameters; accuracy, average selection size (NOF), sensitivity, and specificity. The detail of these parameters is specified by Emary et al. [16]. This paper compares the performance of NSGA, MBPSO, BGWO, and BWOA algorithms with the NSGA-P, MBPSO-P, BGWO-P, and BWOA-P with the same parameter settings for each pair respectively. Here the NSGA-P represents the NSGA with the preprocessing technique to reduce the initial feature set. Similarly, in the MBPSO-P, BGWO-P, and BWOA-P preprocessing has been used before the MBPSO, BGWO, and BWOA respectively. Each algorithm is executed 10 times to take an average of the results. The optimal parameter setting has been done based on literature to get the optimized performance. The number of iterations in each algorithm is equal to 100. The number of search agents in the BWOA and BGWO algorithm is equal to the number of instances in the dataset, and the problem dimension is the number of features in the dataset. MBPSO algorithm works with lower bound as zero and upper bound as one with the constants c1 and c2 as 1.4962 and velocity range [−0.1 0.1]. The NSGA algorithm 0.1 mutation rate while 0.7 and 0.4 as a percentage of crossover and mutation respectively. The NSGA, MBPSO, and BGWO with 60 %, 40 % as the training and testing dataset respectively uses SVM classifier with RBF kernel (σ = 15). While BWOA uses KNN as a classifier with 10 fold cross-validation. The performance comparison of NSGA, MBPSO, BGWO, and BWOA with NSGA-P, MBPSO-P, BGWO-P, and BWOA-P, respectively is shown in the following Table 2 in terms of Accuracy and average selection size (NOF).

Table 2 Comparison of accuracy and average selected size of features.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>BGWO</th>
<th>BGWO-P</th>
<th>NSGA</th>
<th>NSGA-P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>NOF</td>
<td>Accuracy</td>
<td>NOF</td>
</tr>
<tr>
<td>SONAR</td>
<td>75.0000</td>
<td>31.3</td>
<td>76.3333</td>
<td>14.4</td>
</tr>
<tr>
<td>WDBC</td>
<td>95.6578</td>
<td>8.1</td>
<td>95.8684</td>
<td>4.4</td>
</tr>
<tr>
<td>ARRHYTHMIA</td>
<td>56.6850</td>
<td>188</td>
<td>58.2320</td>
<td>143.1</td>
</tr>
</tbody>
</table>
Table 2 shows the comparison of the accuracy and average selection size for each algorithm. It can be identified that the accuracy of BGWO-P and BWOA-P in each dataset has been increased with the decrease in the average selection size as compared to BGWO and BWOA respectively. It means less number of selected features is producing a higher accuracy on the same number of instances. This is due to the removal of redundant features by applying preprocessing on the BGWO and BWOA. While the accuracy of NSGA-P in each dataset has been increased with the decrease in the average selection size except for the WDBC dataset. In the WDBC dataset, the accuracy has been decreased minor with the reduced average selection size. This is due to the proposed preprocessing algorithm enhances the performance of the NSGA algorithm by selecting significant features. The accuracy of MBPSO-P in each dataset has been increased except in the SONAR dataset with the decrease in the average selection size. The SONAR dataset exhibit exception by having lower accuracy with reduced features. It is because of the proposed technique that enhances the performance of the MBPSO algorithm by selecting significant and non-redundant features. This comparison also has been shown graphically in Figures 3 and 4.

Figure 3 compares the performance of each algorithm with its modified version respectively in terms of accuracy. The increase in the accuracy over each dataset can be identified with an exception on the WDBC dataset in NSGA and GERMAN dataset in the BGWO algorithm. The improvement in the accuracy is due to a selection of relevant and non-redundant features in the initial dataset by the proposed algorithm.
Figure 3 Comparison of accuracy.

Figure 4 Comparison of average selection size of features.

Figure 4 compares the average selection size of features (NOF) for each algorithm. NOF has been decreased in each dataset over each algorithm due to the reduction in the initial population as per the proposed algorithm.
Table 3 Specificity and Sensitivity analysis for BGWO & BGWO-P.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>BGWO</th>
<th>BGWO-P</th>
<th>NSGA</th>
<th>NSGA-P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sensitivity</td>
<td>Specificity</td>
<td>Sensitivity</td>
<td>Specificity</td>
</tr>
<tr>
<td>SONAR</td>
<td>0.6657</td>
<td>0.8102</td>
<td>0.6885</td>
<td>0.8367</td>
</tr>
<tr>
<td>WDBC</td>
<td>0.9654</td>
<td>0.9537</td>
<td>0.9690</td>
<td>0.9585</td>
</tr>
<tr>
<td>ARRHYTHMIA</td>
<td>0.8200</td>
<td>0.4109</td>
<td>0.8466</td>
<td>0.4252</td>
</tr>
<tr>
<td>GERMAN</td>
<td>0.7560</td>
<td>0.6353</td>
<td>0.7585</td>
<td>0.6321</td>
</tr>
<tr>
<td>MADELON</td>
<td>0.6090</td>
<td>0.5603</td>
<td>0.6278</td>
<td>0.5832</td>
</tr>
<tr>
<td>HAR</td>
<td>0.9754</td>
<td>0.9612</td>
<td>0.9798</td>
<td>0.9702</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MBSO</th>
<th>MBPSO-P</th>
<th>BWOA</th>
<th>BWOA-P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sensitivity</td>
<td>Specificity</td>
<td>Sensitivity</td>
<td>Specificity</td>
</tr>
<tr>
<td>SONAR</td>
<td>0.6771</td>
<td>0.7469</td>
<td>0.6514</td>
<td>0.7346</td>
</tr>
<tr>
<td>WDBC</td>
<td>0.9527</td>
<td>0.9658</td>
<td>0.9572</td>
<td>0.9747</td>
</tr>
<tr>
<td>ARRHYTHMIA</td>
<td>0.8231</td>
<td>0.4114</td>
<td>0.8444</td>
<td>0.4198</td>
</tr>
<tr>
<td>GERMAN</td>
<td>0.7154</td>
<td>0.6530</td>
<td>0.7306</td>
<td>0.6710</td>
</tr>
<tr>
<td>MADELON</td>
<td>0.5789</td>
<td>0.5324</td>
<td>0.5638</td>
<td>0.5400</td>
</tr>
<tr>
<td>HAR</td>
<td>0.6132</td>
<td>0.5864</td>
<td>0.6432</td>
<td>0.5931</td>
</tr>
</tbody>
</table>

Table 3 compares the sensitivity and specificity of each algorithm. The BGWO-P and BWOA-P exhibit higher specificity on each dataset due to removal of noisy features. The enhanced specificity is also observed except in the GERMAN dataset due to the selection of mutually exclusive features. While the NSGA-P shows the higher specificity and sensitivity on each dataset except the HAR dataset because of less noisy features and mutually exclusive features. The MBPSO-P shows the higher specificity and sensitivity on each dataset except the SONAR dataset because of less noisy features and mutually exclusive features.

Figure 5 A comparison of sensitivity.
Figure 5 shows the comparison of sensitivity for BGWO, NSGA, MBPSO, and BWOA with BGWO-P, NSGA-P, MBPSO-P, and BWOA-P respectively. The higher sensitivity in each algorithm over each dataset proves that the proposed technique improves the performance of the evolutionary algorithm by selecting mutually exclusive features.

Figure 6 compares the specificity of BGWO, NSGA, MBPSO, and BWOA with BGWO-P, NSGA-P, MBPSO-P, and BWOA-P respectively. The higher specificity in each algorithm over each dataset proves that the proposed technique enhances the performance of the evolutionary algorithm by selecting highly correlated features with the class.

Conclusions

This paper designs a generic preprocessing technique that can be applied to evolutionary computation algorithms to improve their performance. The presented technique selects the mutually exclusive features which are highly correlated with the class. The mutually exclusive features have been selected by using the Kendall tau. If Kendall tau isn’t able to select any feature, then information gain is used to select the significant feature. Then, the features which are highly correlated with the class are selected by using the Kruskal-Wallis test. This leads to the removal of the noisy features from the dataset that improves the performance of the evolutionary algorithm in terms of classification accuracy with a reduced subset of features. The performance analysis has been done with 4 evolutionary algorithms MBPSO, NSGA, BGWO, and BWOA over 6 datasets of varying size. The improvement in accuracy with reduced features and high sensitivity and specificity proves the significance of the algorithm. In the future, the algorithm can be implied to other application areas like medical, social to select appropriate features.
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