Performance of Sentinel-2A Remote Sensing System for Urban Area Mapping in Malaysia via Pixel-Based and OBIA Methods
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Abstract

Sentinel-2A remote sensing satellite system was recently launched, providing free global remote sensing data similar to Landsat systems. Although the mission enables the acquisition of 10 m spatial resolution global data, the assessment of Sentinel-2A data performance for mapping in Malaysia is still limited. This study aimed to investigate and assess the capability of Sentinel-2A imagery in mapping urban areas in Malaysia by comparing its performance against the established Landsat-8 data as well as the fusion datasets from combining Landsat-8 and Sentinel-2A datasets and using Wavelet transform (WT), Brovey transform (BT) and principal component analysis. Pixel-based and object-based image analysis (OBIA) classification approaches combined with support vector machine (SVM) and decision tree (DT) algorithms were utilized in this assessment, and the accuracy generated was analysed. The Sentinel-2A data provided superior urban mapping output over the use of Landsat-8 alone, and the fusion datasets do not yield advantages for single-scene urban mapping. The highest overall accuracy (OA) for pixel-based classification of Sentinel-2A images is 84.77 % by SVM, followed by 65.27 % using DT. BT produced the highest OA for the fusion images of 78.40 % with SVM and 52.21 % with DT. For the object-based classification of Sentinel-2A images, the highest OA is 71.33 % by SVM, followed by 76.38 % using DT. Similarly, the highest OA of fusion images is obtained by BT of 50.35 % with SVM, followed by 65.66 % with DT. From the analysis, the use of SVM pixel-based classification for medium spatial resolution Sentinel-2A data is effective for urban mapping in Malaysia and useful for future long-term mapping applications.
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Introduction

Changes in land use and land cover are important features for observing, studying, and assessing the urban environment. Urban growth is related to rapid population growth [1,2]. The urban landscape and environment significantly change over time, and the urban landscape is covered by different types of geographic objects in many spatial forms. Accurate information from land cover data is vital for enhancing urban planning and monitoring studies of landscape, ecosystem, risk assessment, environment and land data integration models [3]. Land cover information is also essential for modelling the dynamics of the urban environment and for the feasible improvement and effective resource and asset management [4]. The urban context is full of complexity because of the heterogeneous and highly fragmented environment [5]. Spatial and spectral information is essential for the recognition of urban objects from the remote sensing perspective. Identification and classification of the urban object are essential in gathering information and are used for future development. Such information plays a significant role in physical planning, producing up-to-date land statistics, and evaluating data on foliage and biomass [6].

The Sentinel-2A mission aims to provide extensive systematic coverage for land surface application for global-level usage. The system is equipped with a state-of-the-art payload design and offers 13 spectral bands with a high spatial resolution of 10 m. Furthermore, Sentinel-2A has been designed for data continuity and enhancement of the Landsat and SPOT missions [7]. It offers incredible potential in focusing the satellite information aimed at the fine-scale mapping of settlement areas [8]. Value-added
assessment of Sentinel-2A in distinguishing developed areas has shown potential in providing detailed urban land cover mapping. The system can produce a map of urban land cover and ecosystem, and its spatial characteristics can influence the research results [9].

Sentinel-2A data specifications are obtained from the Landsat-8 spectral resolution combined with the SPOT-5 spatial resolution [10]. Thus, the system has the same spatial resolution as SPOT-5 but in various spectral bands similar to Landsat-8. Subpixel landscape identification for the urban environment can be potentially carried out with the help of spectral separability analysis. However, separating some similar classes, such as mangroves and water bodies, is difficult in land-use monitoring [11]. Additional processes or information should be provided to distinguish the class and thus produce accurate land cover maps. This task can be accomplished with the fusion data.

Various algorithms and models have been developed to produce reliable land classification through remote sensing source and analysis with geographic information system (GIS). Most techniques have been applied to secure precise and dependable information from satellite images. The common classification approaches for remote sensing imagery can be categorized into (i) classifications based on pixels and (ii) classifications based on objects [12]. The pixel-based classification has become the most common approach for remote sensing imagery. This type uses multi-spectral information from the pixel imagery to assign the classes with similar spectral bands or others [13].

For example, a study was conducted on the classification mapping comparison using classifiers based on pixels, such as support vector machine (SVM), maximum likelihood (ML), and spectral angle mapper (SAM), for Landsat-8 and Radarsat-2 images [14]. The results indicated that the overall accuracy (OA) of SVM is higher than that of SAM and ML. Another similar study used 9 machine learning algorithms, namely, linear discriminant analysis, random forest (RF), k-nearest neighbor (kNN), SVM, multi-layered perceptron ensemble, multi-layered perceptron, boosting, ctree, and logarithmic regression for Sentinel-2A images [15]. The results indicated that RF obtains the best classification result, followed by kNN and SVM. On the other hand, the comparison on the classification accuracies was conducted between ML and SVM for Sentinel-2A and Landsat-8 images. The results showed that SVM produces a better result than ML [16].

In producing object-based image analysis (OBIA), researchers used shape, pattern, texture, and spectrum (spectral) indicators to describe the feature classes [12,17]. Min [29] generated object-based classification using multi-resolution image segmentation method combined with spectral and shape features. Segmentation results produced high visual homogeneous parcels for several different types of resolutions images with high recognition. Wang et al. [18] classified land covers for object- and pixel-based classification using SVM and RF classifiers. RF outperforms SVM in pixel-based analysis but obtains lower OA than SVM in object-based analysis. Gibril et al. [14] focused on feature extraction accuracy and showed that SVM achieves maximum accuracy for pixel-based classification and rule-based approach presents efficient overall classification accuracy for object-based classification. Object-based classification for Sentinel-2A images showed that Sentinel-2A obtains effective results in mapping urban land cover and ecosystem with SVM [19].

This study mainly aimed to investigate, assess, and compare the capability of Sentinel-2A with that of Landsat-8 for mapping urban land-use in Kuala Lumpur City, Malaysia, where the urban landscape comprises a complex, heterogeneous, and mixed land-use area. Comparing Sentinel-2A and Landsat-8 imagery has never been tested over Malaysia for urban applications. Therefore, this study is the first to investigate Sentinel-2A in Malaysia. It is hoped that the study results can help evaluate the data source and other application needs.

Materials and methods

Study area and data

The study area is the southern part of Kuala Lumpur between longitude 101°39'37.98'' and 101°45'18.75'' and latitude 3°7'8.39'' and 3°4'26.78'' (Figure 1). The area consists of different urban landscape characteristics and comprises residential area, commercial area, industrial area, airport, road, highway, railway, water bodies and vegetation-land use land; the total area coverage is approximately 25 km². This area is still developing, and its demographics will change in the future with the Bandar Malaysia redevelopment project that supports the Greater Kuala Lumpur plan as a new engine of growth.
Satellite images of Sentinel-2A and Landsat-8 were acquired and processed. Sentinel-2A is the new satellite program under the European Commission (EC) alongside the European Space Agency (ESA) partnership and was launched on June 23, 2015. The satellite carries a multi-spectral camera and covers 13 spectral bands using spectral ranges from 443 to 2190 nm and 290 km swath width. The data product from Sentinel-2A has 10 m spatial resolutions of 4 visible and near-infrared bands, 20 m for 6 red-edge (shortwave infrared) bands, and 60 m of 3 atmospheric correction bands.

Over the years, the Landsat satellite program has provided the longest running acquisition of satellite imagery for earth resource monitoring among other satellite programs. Landsat-8, which was launched on February 11, 2013, is a joint project of NASA and USGS and obtains global medium resolution measurements through the visible, near-infrared, shortwave, and thermal infrared spectrum bands [16]. The satellite exhibits increased capabilities with a multi-spectral camera (Operational Land Imager, OLI) and the satellite covers 8 spectral bands (430 - 2290 nm) at 185 km swath width cross-track field of view. Landsat-8 has 30 m spatial resolution of visible, near-infrared, and shortwave bands, and 15 m of a panchromatic band.

In this study, Sentinel-2A images were downloaded from the Copernicus Open Access Hub from the ESA. The images were acquired on March 30, 2016 and radiometrically pre-processed by the data provider. The multispectral Landsat-8 images were acquired on March 30, 2016. The images were obtained through the US Geological Survey (USGS), Earth Resources Observation and Science Centre, and radiometrically pre-processed by USGS. Although both satellites have similar spectral coverage (430 - 2300 nm), the levels of improvement between them still need to be studied. The selected spectral bands and spatial resolutions are categorized in Table 1. For the classes of land use and land cover, the total categories have been divided into 11 classes (Table 2).

Table 1 Selection Sentinel-2A and Landsat-8 spectral and spatial resolution.

<table>
<thead>
<tr>
<th>Sentinel-2A bands (nm)</th>
<th>Resolution (m)</th>
<th>Landsat-8 bands (nm)</th>
<th>Resolution (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Band 2 (458 - 523)</td>
<td>10</td>
<td>Band 2 (450 - 510)</td>
<td>30</td>
</tr>
<tr>
<td>Band 3 (543 - 0.578)</td>
<td>10</td>
<td>Band 3 (530 - 590)</td>
<td>30</td>
</tr>
<tr>
<td>Band 4 (650 - 680)</td>
<td>10</td>
<td>Band 4 (640 - 670)</td>
<td>30</td>
</tr>
<tr>
<td>Band 5 (698 - 713)</td>
<td>20</td>
<td>Band 5 (850 - 880)</td>
<td>30</td>
</tr>
<tr>
<td>Band 6 (733 - 748)</td>
<td>20</td>
<td>Band 6 (1570 - 1650)</td>
<td>30</td>
</tr>
<tr>
<td>Band 7 (765 - 785)</td>
<td>20</td>
<td>Band 7 (2110 - 2290)</td>
<td>30</td>
</tr>
<tr>
<td>Band 8 (785 - 900)</td>
<td>10</td>
<td>Band 8 (500 - 680)</td>
<td>15</td>
</tr>
<tr>
<td>Band 8a (855 - 875)</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Band 11 (1565 - 1655)</td>
<td>20</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1 Google map image (left) and location of the study area.
Table 2 List of classes for the classification process.

<table>
<thead>
<tr>
<th>No.</th>
<th>Class</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Water</td>
<td>Surface of water bodies, such as lake and river</td>
</tr>
<tr>
<td>2</td>
<td>Grass</td>
<td>Vegetation comprising short plants</td>
</tr>
<tr>
<td>3</td>
<td>Tree</td>
<td>Vegetation comprising structured high plants</td>
</tr>
<tr>
<td>4</td>
<td>Soil</td>
<td>Bare surface of earth and cleared area</td>
</tr>
<tr>
<td>5</td>
<td>Commercial</td>
<td>Commercial area of business complexes, shopping malls, and shops</td>
</tr>
<tr>
<td>6</td>
<td>Road</td>
<td>Access way comprising normal road and highway</td>
</tr>
<tr>
<td>7</td>
<td>Pavement</td>
<td>Hard surface of a road or sidewalks</td>
</tr>
<tr>
<td>8</td>
<td>Shadow</td>
<td>Dark surface coming from building or cloud due to sunlight angle</td>
</tr>
<tr>
<td>9</td>
<td>Settlement 1</td>
<td>Built areas that have been developed or clustered building (residential,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>transportation, station, and airport)</td>
</tr>
<tr>
<td>10</td>
<td>Settlement 2</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Settlement 3</td>
<td></td>
</tr>
</tbody>
</table>

Methods
The methodology for the research started with pre-processing of Sentinel-2A and Landsat-8 images. Then, data fusion process and image classification were conducted. Finally, the accuracy generated was assessed. Figure 2 shows the data processing workflow in detail.

Figure 2 Workflow for Sentinel-2A and Landsat-8 data processing.

Digital pre-processing
Sentinel-2A data were converted to surface reflectance (Bottom of Atmosphere, BOA) using a SNAP tool function called Sen2Cor, which allows atmospheric corrections to the Level-1C product (Top of Atmosphere, TOA). Sen2Cor has 2 main parts: (i) scene classification, which provides a classification map of cloud, shadow, water, snow, vegetation and soil/desert classes; and (ii) atmospheric correction,
which generates BOA reflectance from TOA reflectance [21]. Resampling was conducted because some of the spectral bands on Sentinel-2A present a native spatial resolution of 20 m. The 20 m resolution bands were increased by means of cubic interpolation. Most high-resolution (10 m) spectral bands were used as panchromatic bands for low spatial resolution (20 m) bands in the pan-sharpening process. This process was applied to Bands 5, 6 and 7 with the average Bands 4 and 8. For Band 8a, B and 8, they were directly utilized as the panchromatic channel [21]. Full resolution of Sentinel-2A bands was processed using Gram-Schmidt pan-sharpening.

Atmospheric correction was established for Landsat-8 images by using the FLAASH function for multi-spectral images. The digital number was converted to radiance and reflectance to generate surface reflectance to the multi-spectral images. Thereafter, the output with a panchromatic channel of 15 m was pan sharpened using Gram-Schmidt pan-sharpening to improve spatial resolution. For the pan-sharpened output images of Sentinel-2A and Landsat-8, the band math function was adopted using Eq. (1) such that all the image values synchronize to the reflectance values. According to Singh [22], a mathematical operation that performs band by band should be used to allow correcting the negative values and replacing them with values between 0 and 1.

\[
(B1 \text{ LE } 0) \times 0 + (B1 \text{ GE } 10000) \times 1 + (B1 \text{ GT } 0 \text{ and } B1 \text{ LT } 10000) \times \text{float}(B1)/10000
\]  

where B1 is a channel band, LE is denoted as less than or equal, GE is denoted as greater than or equal, GT is denoted as greater than and LT is denoted as less than.

**Data fusion**

Image fusion is a process of combining various images from diverse spectral bands, spatial resolutions, and radiometers to acquire high-quality results. In this process, 3 combinations of fusion methods, namely, wavelet transform (WT), Brovey transform (BT), and principal component analysis (PCA), were accomplished for Sentinel-2A and Landsat-8. The fusion process was conducted using ENVI and ERDAS Imagine image processing software. Pre-processing is important to allow alignment of all the images with one another and thus eases the construction of pan-sharpened images.

PCA methods convert the input channel into a set of uncorrelated orthogonal components and use the eigenvectors from the covariance matrix [23]. This method replaces the first principal component in the image with the histogram-matched PAN image. The output image will contain the new spatial information while the spectral information remains in other principal components. BT is based on the normalization of the spectral modelling from the input bands over addition, subtraction and arithmetic ratio. BT preserves the relative spectral contribution of each pixel in the fusion process. The multi-spectral band input is normalized and multiplied with the high spatial resolution image before the output image is generated [24]. The wavelet method maintains the spectral qualities from the image unlike other approaches, such as PCA and HIS [18]. WT reconstructs multi-scale signals of the spectral characteristic to describe object features from the original image.

**Image classification**

Classification approaches can be divided into 2 types, namely, pixel-based and object-based classification. The training and sample areas for each object feature need to be created to perform the classification and assess the accuracy [25]. The 2 methods have been applied to existing Sentinel-2A and Landsat-8 images and fusion images. These approaches use 2 types of classifiers, namely, SVM and DT, to produce urban classification maps. The suitable classifier can be selected by testing which classifier can produce a classification result of high accuracy.

SVM is a non-parametric statistical learning algorithm under the supervised classification category and can achieve excellent classification accuracy [3]. The classifier divides the classes by use of an optimal hyperplane that makes the most of the margins of multi-dimensional feature space. Figure 3 illustrates the SVM concept in creating the classes.
Figure 3 SVM concept in dividing classes.

The data near the hyperplane are known as support vectors and can be used as the training set for classification. In this study, the radial basis function (RBF) was selected. Eq. (2) shows the RBF of SVM for pixel-based classification in ENVI. The kernel parameter is 0.3333 for \( g \) (gamma term for kernel function) and penalty parameter is 100 and 0 for pyramid level and threshold. For the object-based classification in eCognition Developer, the best kernel is Linear and C parameter is 2.

\[
K[x_i, x_j] = \exp \left[ -g \|x_i - x_j\|^2 \right], \quad g > 0
\]  

(2)

DT is a knowledge-based algorithm with the input of partitioning provided by the user. The “divide and conquer” concept separates the input at the root node and reprocesses the input again at the interior nodes until final classes are created at the terminal nodes. The root and interior nodes can be used to select the input parameters. The classification procedure is applied through a rule set that determines the path from the root node to the terminal node [26]. The final node is the classed object. For the pixel-based classification in the current study, 5 DT models were created on the basis of the interpretation analysis from the spectral response of each band. Figure 4 shows the example of DT for Sentinel-2A. Meanwhile, the input of DT for object-based classification was obtained from the selected training samples.

Figure 4 DT classification structure of Sentinel-2A image.
Data analysis
The fusion image result was analysed, and the accuracy was assessed. Statistical analysis was conducted to analyse the changes in the image property parameters before and after the fusion process. The fusion images were evaluated on the basis of mean value, standard deviation, root-mean-square error, signal-to-noise ratio, and the normalization value from the spectral response. The comparative analysis is done to assess the changes in the reflectance value before and after the fusion process.

The accuracy of the classification result was evaluated on the basis of adding the number of the correctly classified areas and dividing it with the total number of reference areas for each feature class. The reference area was selected using the random sampling method and was created by point, line and polygon. The total number of pixels used in the research is 2,453, where 48 % (1,166) of the total pixels for training datasets while 52 % (1,287) for testing datasets. The area was validated by the use of Google Map and Street Map application. The classification output and the independent observation were also statistically assessed for the probability error measurement [26]. The error matrix of feature classes from the classification result should be calculated for the accuracy result subject to OA, kappa coefficient (KC), and user and producer accuracies. This validation process was conducted to confirm the reliability and acceptability of the classification result. The accuracy assessment was performed on all the classified maps.

Results and discussion
The classification result was evaluated in terms of OA and KC. The classes were selected using visual interpretation, spectral values and knowledge on the research area. The classification process was performed using the same sample areas and the training area to achieve constant variables.

Pixel-based classification
All pixel-based classification was conducted using SVM and DT classifiers. The results of SVM classification are shown in Figure 5. The OA and KC have indicated that S2SVM classification map result has a high percentage with strong agreement between classification and truth values. Visually, SVM pixel-based classification shows that L8SVM produces more generic feature class groups than the other methods. This result is expected because of the low resolution of L8. Therefore, L8 has limited capabilities to distinguish all the feature objects and create general and mixed classes on the basis of the spectral value. The fusion images using PCA, BT and WT methods have been unable to improve the feature extraction or interpretation compared with the single Sentinel-2A image in SVM classifier.

With the increased spatial resolution of the fusion images, fine classification still cannot be produced. The results for pixel-based classification show that all methods based on SVM classifiers produce higher OA than those based on DT classifiers. S2SVM (84.77 %) obtains the highest OA, followed by L8SVM (79.02 %), BTSVM (78.40 %), PCASVM (78.01 %), and WTSVM (57.58 %).
Figure 5 SVM pixel-based classification: (a) Sentinel-2A, (b) Landsat-8, (c) PCA, (d) BT and (e) WT.
The results of DT classification are presented in Figure 6. Visually, S2DT and L8DT generate better feature classes than the fusion images (PCADT, BTDT, and WTDT). Some of the feature classes are undetected in the fusion images. In the case of PCADT, the settlement area is barely detected. BTDT detects few water bodies features and WTDT produces generic feature classes. For the methods based on DT classifier, most of the fusion image result is below 60%. S2DT (65.27%) obtains the best classification performance, followed by L8DT (62.55%) and BTDT (52.21%). The low performing pixel-based classification methods are PCADT (45.61%) and WTDT (45.61%). All the OA and KC results of pixel-based classification methods are presented in Figure 7.

Figure 7 OA and KC results for pixel-based.

KC was calculated using the sample and training areas to measure the association degree among the categorical variables (i.e., the feature classes). KC was used to measure the association degree between the classification map and data reference. This agreement can be obtained based on the error matrix of the feature class. Jensen [28] mentioned that a value of KC greater than 0.80 means a strong agreement. On the contrary, a value of KC lesser than 0.40 means a poor agreement. Meanwhile, a value of KC between 0.40 and 0.80 means a moderate agreement. As shown in Figure 7, the ranking of KC is similar to OA. The KC of DT with nearly 8% is much higher than SVM with only 2%. This finding indicates that all SVM pixel-based classification images produce stronger agreement than all DT pixel-based classification images. Therefore, SVM classifier is much better with the sample target distribution in pixel-based classification.

Object-based classification
All object-based classification was also conducted using SVM and DT classifiers. The image analysis was achieved with the e-Cognition software to generate the shape and texture of the feature objects. Multi-resolution segmentation was implemented to the images to separate and shape the objects (Table 3).
Table 3 Object-based parameters.

<table>
<thead>
<tr>
<th>Image</th>
<th>Scale parameter</th>
<th>Shape</th>
<th>Compactness</th>
</tr>
</thead>
<tbody>
<tr>
<td>L8</td>
<td>0.7</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>S2</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>L8S2 BT</td>
<td>0.7</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>L8S2 PCA</td>
<td>0.7</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>L8S2 WT</td>
<td>0.8</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

The segmentation results show that the object's shape is not constructing some of the following features because all the borders are square. Mixed classes still appear in object-based classification due to the spectral response layer information, although the shape and texture are added to the classification process. Visually, only S2 produces a significant result compared with the other methods based on SVM classifier. None of the fusion images generate a good result in feature extraction of 11 classes although the training sample is correctly selected. **Figure 8** shows the results of SVM classification. S2SVM (71.33 %) produces the highest OA, followed by L8SVM (54.39 %), BTSVM (50.35 %), WTSVM (45.84 %) and PCASVM (41.34 %).
Figure 8 SVM object-based classification: (a) Sentinel-2A, (b) Landsat-8, (c) PCA, (d) BT and (e) WT.

Figure 9 DT object-based classification: (a) Sentinel-2A, (b) Landsat-8, (c) PCA, (d) BT and (e) WT.
The results of DT object-based classification are shown in Figure 9. All images produce the 11 classes. S2DT and L8DT generate better feature classes than other methods. Surprisingly, L8SVM obtains a better classification map than the fusion images. However, S2DT obtains finer feature shapes than L8SVM. For PCADT, the grass feature is simple and is taken over by the tree features. BTDT transforms tree features to water features. The road feature is extended and covers the settlement feature. Meanwhile, the grass feature replaces the water feature in the river area. In WTDT, the water feature is generated in the settlement and tree areas. A large number of mixed classes are found among the commercial and soil features.

Among the DT classification methods, S2DT (76.38 %) obtains the highest OA, followed by L8DT (74.98 %), BTDT (65.66 %), WTDT (61.93 %) and PCADT (57.11 %). The OA and KC results of object-based classification methods based on SVM and DT classifiers are presented in Figure 10. The object-based classification results show a contrast effect unlike the pixel-based classification results. Therefore, SVM classifier generates lower OA than DT classifier.

![Figure 10 OA and KC results for object-based classification.](image_url)

Similar to the KC of pixel-based classification methods, that of the object-based classification methods was ranked based on the OA position. In this case, the KC of SVM with 13 % is much higher than that of DT with 4 %. Therefore, DT classifier obtains a stronger agreement in the object-based classification than SVM classifier. In other words, the distribution sample targets in object-based classification are improved by DT classifier unlike SVM classifier. Figure 11 shows the OA comparison of pixel-based (OAP) and object-based (OAO) classification results. OA and KC with different image types and classification approaches are shown in Table 4.

![Figure 11 Comparison of pixel-based (OAP) and object-based (OAO) classification results.](image_url)
Table 4 OA and KC with different image types and classification approaches.

<table>
<thead>
<tr>
<th>Image type</th>
<th>Classification approach</th>
<th>Pixel-based</th>
<th>Object-based</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>OA (%)</td>
<td>Kappa</td>
</tr>
<tr>
<td>Optical</td>
<td>SVM</td>
<td>84.77</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>65.27</td>
<td>0.60</td>
</tr>
<tr>
<td>Landsat-8</td>
<td>SVM</td>
<td>79.02</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>62.55</td>
<td>0.56</td>
</tr>
<tr>
<td>Fusion Images</td>
<td>BT</td>
<td>78.40</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>78.01</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>52.21</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>PCA</td>
<td>78.01</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>WT</td>
<td>57.58</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>45.61</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>DT</td>
<td>45.61</td>
<td>0.38</td>
</tr>
</tbody>
</table>

The graph patterns in Figure 11 show that the SVM classifier produces good classification results in pixel-based classification. Meanwhile, the DT classifier strongly evaluates the feature classes in object-based classification. Based on all the classification results, the feature classes can be justified. All the classification processes and accuracy assessments used the same location of training and sample areas. In Table 4, some of the OA and KC values are too different from each other. There are 2 possibilities that this may happen. First, it is about the sampling technique, and second, the interpretation of OA and KC on the data.

For the sampling technique, utilizing stratified random sampling may improve the value of OA and KC because this method enables the description of the entire population with a smaller number of samples. A large difference between OA and KC may be caused by some of the feature classes having a large majority and being well described compared to other classes. OA is, therefore, an optimistic index that shall provide high value but less agreement between 2 datasets (samples).

On the feature classes’ observation, the water and shadow features are difficult to separate and are mixed in some areas. Both features exhibit low spectral response from the spectral curve and visual interpretation because of their nearly black and dark blue color. Thus, the water feature is detected besides the shadow or water feature only. Several swimming pools are located in the study area. However, this part has not been selected as water class and does not appear in the classification result. The area Desa Cindaimas is classified as water and shadow. The area is agricultural (garden plant) that is covered by sun shade netting (black material).

Soil, commercial, and settlement are also mixed, as they present the same features because of their similar spectral response. The settlement feature is categorized into 3: settlement1, settlement2 and settlement3. The reason is that the buildings are made of different types of surface material as obtained by the spectral response and visual interpretation. Some objects in the study area belong to 2 feature classes: Tall buildings of roof and wall reflecting different spectral responses.

Buildings and infrastructures (sewerage plants) are included in the road class because of their similar spectral response. Some roads reflect the pavement and settlement response. This case is true in the airport runway and the toll area because the build-up material and road surface can be a concrete-based source. Grass and tree classes are straightforwardly determined in general because their spectral response differs from the others. Grass and water are usually mixed. This case is true in the Klang River and Sungai Kerayong channel. The reason is due to the water quality and the water flow condition at the river and channel. Grass and trees are also misclassified.

Conclusions

This research is the first to analyse the potential of the Sentinel-2A remote sensing system for mapping urban areas in Malaysia. The results show that Sentinel-2A data provide superior urban mapping output over the use of Landsat-8 alone and that the fusion datasets do not yield advantages for single-scene urban mapping. In other words, fusion images only introduce complexities in analysing images. The Sentinel-2A imagery alone can provide fine and detailed results.
For medium-resolution satellite imageries of Sentinel-2A (10 m), pixel-based classification methods are more suitable than OBIA. SVM is still the best performing classifier, especially in pixel-based classification. The improved spatial resolution of Sentinel-2A enhances visual interpretation and classification. However, the image fusion of Landsat-8 and Sentinel-2A has been unable to provide a better quality result for single-scene/single-temporal application. Nevertheless, it is useful for multi-temporal analysis involving the use of archived Landsat and Sentinel data.

The use of Sentinel-2A images to produce more accurate mapping of urban land should be explored in the future. Future works can also extend the analysis over a large number of urban areas using various algorithms to test the Sentinel-2A performance comprehensively. Other application areas can also be tested and analysed to fully evaluate the mapping capability of Sentinel-2A in Malaysia.
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