Bayesian Inference for the Negative Binomial-Quasi Lindley Model for Time Series Count Data on the COVID-19 Pandemic
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Abstract

In statistical models, the generalized linear model (GLMs) plays a role in studying to describe a response variable as a function of 1 or more predictor variables. Computational methods and mixed distributions are frequently used to build predictive models to perform time-to-event data analysis. To develop a statistical model so that the model can make predictions appropriately and accurately, it starts with developing a suitable distribution for the nature of the actual data. This paper proposes a new mixed negative binomial distribution for count data with over-dispersion, the so-called negative binomial-quasi Lindley (NB-QL) distribution. A new GLMs framework for the NB-QL model to build the time series count data model is introduced, and its application is carried out based on the actual data sets of the COVID-19 epidemic in Thailand. The models are related to GLMs as they are linear relationships between outcome variables and covariates, Where the response variable was in the form of time series count data under the exponential family distribution function, with the random components and link functions. In this study, we study the factors that affect the number of COVID-19 death cases in Thailand and provide the predictive modeling of the number of the COVID-19 death cases from 1 January 2020 to 31 December 2020, for which this data set has the observed sample of 366 days. In contrast, a model with an NB-QL distribution and NB has approached the uniform. Based on the deviance, DIC, pD, and the probability integral transform histogram, we can see that the proposed model is also suitable for forecasting the number of the COVID-19 death cases daily in Thailand, indicating that the NB-QL time series model was another efficient alternative to modeling count data that has an over-dispersion problem. According to the NB-QL time series model about the number of the COVID-19 death cases daily in Thailand, it is indicated that the average number of daily COVID-19 deaths is influenced by the number of the COVID-19 death cases in the previous 3 days. The average number of COVID-19 death cases in Thailand is also influenced by the previous 2 days. At the same time, the number of infected cases daily in Thailand is influenced by the number of the COVID-19 death cases daily. In addition, there are also the components interventions of internal covariate effects due to the data, as there was a surge in the number of the COVID-19 death cases daily in Thailand at the time between \(73 \leq t \leq 143\) and \(t \geq 352\).
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Introduction

In statistical models, linear models play a role in describing a continuous response variable as a function of 1 or more predictor variables. Linear regression is a statistical method used to create a linear model, in which the model describes the relationship between a response variable and 1 or more predictor variables. Using a linear regression may violate the normality assumption when we consider the data with a response variable in count data such as \(N_0 = \{0,1,2,3,\ldots\}\). Hence, all the classical statistical tests would fail to evaluate the model. However, the generalized linear model (GLMs) can be used instead of specifying the suitable distribution. The GLMs generalizes linear regression by allowing the linear model to be related to the response variable via a link function and by allowing the magnitude of the variance of each measurement to be a function of its predicted value \([1]\). The interest in count models, in which the response variable is count data, has been increased in the last decade. The primary modeling alternative for count data has traditionally been a Poisson regression model, in which the response variable \(Y\) has been
distributed as a Poisson distribution with a parameter \( \lambda \), denoted by \( Y \sim \text{Pois}(\lambda) \). Its probability mass function (pmf) is

\[
f(y; \lambda) = \frac{e^{-\lambda} \lambda^y}{y!}, \quad y = 0, 1, 2, \ldots, \text{ and } \lambda > 0.
\]

The Poisson regression model is the best choice if the mean and the variance of the response variable are closer to each other [2]. But often, in practice, the variance is larger than the mean, so the Poisson distribution is not appropriate for this situation. An alternative is a negative binomial (NB) distribution for count modeling. The NB distribution is a mixed Poisson-gamma distribution, which was first derived by [3]. The variation of this parameter can account for a variance of the data that is higher than the mean (over-dispersion). The NB regression model is widely used and has been proved to fit well for the count data with over-dispersion. Therefore, the NB distribution was more appropriate than the Poisson distribution [4-7]. However, the NB distribution is proper for count data, presenting over-dispersion without necessarily being heavy-tailed; notably, heavy-tailed distributions tend to over-dispersion [8]. According to the over-dispersion and heavy tail troubles, the Poisson and NB distributions may not be appropriate to describe this type of data. As a solution, thus, we can use other distributions that do not have this restriction, such as some mixed distributions. The mixed NB distributions are 1 mixture of distributions. Many mixed NB distributions are introduced, such as the NB-Lindley [9], NB-generalized exponential [10], NB-gamma [11], NB-Sushila [12], and NB-generalized Lindley [13], etc.

In this paper, we firstly proposed a new mixture NB distribution to be a flexible alternative to analyze count data with over-dispersion. The new distribution is a mix of the NB and QL distributions; a name is Negative Binomial-Quasi Lindley, abbreviated NB-QL distribution. Furthermore, in this study, the response variable is the number of coronavirus disease 2019 (COVID-19) death cases in Thailand. The COVID-19 pandemic, also known as the coronavirus pandemic, is an ongoing global pandemic of the COVID-19 caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). The novel virus was first identified from an outbreak in the Chinese city of Wuhan in December 2019, and attempts to contain it there failed, allowing it to spread across the globe. The World Health Organization (WHO) declared a Public Health Emergency of International Concern on 30 January 2020 and a pandemic on 11 March 2020. As of 4 January 2022, the pandemic had caused more than 292 million cases and 5.45 million deaths, making it one of the deadliest in history. According to the report of daily confirmed cases of COVID-19 from the Department of Disease Control (2021) in Thailand [14], the COVID-19 epidemic in Thailand is changing every day. These data are the numbers of the COVID-19 cases daily from 1 January 2020 to 31 December 2020, comprising 366 days in this study. There was the number of the COVID-19 death cases as 0 people of 324 days, 1 person of 26 days, 2 people of 8 days, 3 people of 7 days, and 4 people of 1 days. The mean and variance of the number of the COVID-19 death cases are 0.18 and 0.38, respectively. Since the variance is greater than the mean, this data set has an over-dispersion problem.

However, the number of the COVID-19 cases daily from 1 January 2020 to 31 December 2020 is time series data. Creating a model using the generalized linear model in terms of regression is not appropriate. This is because the regression model is subject to the condition that each observation must be independent of the others. An alternative to time series data is the count time series following generalized linear models, which are flexible towards serial correlation, deterministic and stochastic seasonality, deterministic trends, and covariates. Recently, there has been a growing interest in an advanced class of time series models known as integer-valued generalized autoregressive heteroscedastic (INGARCH) models. These offer an alternative to the integer-valued time series models and account for the over-dispersion, non-negativity and temporal correlation [15-17]. Ferland et al. [16] introduced the Poisson INGARCH model, Zhu [18] extended that with the NB conditional distribution to address the over-dispersion issue. Although the NB distribution is suitable for statistical data with over-dispersion, in some instances there may be a very high probability that no events of interest will occur. This makes the problem of over-dispersion more severe, resulting in an improper NB distribution. Thus, a new mixture NB distribution serves as a flexible alternative to analyze count data with over-dispersion.

In the classical solution to the GLMs, the regression coefficients are usually estimated by maximizing the nonlinear log-likelihood. The Newton-Raphson method can be applied to iteratively find the maximum likelihood estimation (MLE) of regression coefficients [5]. However, the MLE provides only a point estimate which may not be robust or may even fail to converge when the sample size is small or when the dispersion parameter is much larger than the mean. Moreover, it does not consider prior information, which may be helpful in the case of missing observations. As an alternative, Bayesian inference can account for
prior expert knowledge on variables of interest, especially in a small sample size setting. It provides a sample of estimators, which may be helpful for the uncertainty analysis [19]. The estimating of the parameters in the regression models with the Bayesian approach is proposed for some mixed NB distributions. For the parameter estimation method, some researchers were predisposed to the Bayesian approach over the MLE in recent times [19-21]. Some studies have used the Bayesian method to estimate parameters in the GLMs for Poisson and NB regression [13]. The practical advantages of the Bayesian approach are its flexibility and generality, as this allows it to cope with complex problems [21,22].

This paper provides a new mixed negative binomial distribution for time series count data with over-dispersion, and the Bayesian approach is the method used to estimate the parameters of the proposed model. We will apply the GLMs framework to build the time series count data, while the proposed model is constructed for the time series count data of the COVID-19 death cases in Thailand from 1 January 2020 to 31 December 2020. The number of deaths is the total number of deaths that the Ministry of Health has reported daily. Finally, the discussion and conclusion are presented.

Materials and methods

Generalized linear model for time series count

Let \( Y_t \) be a time series of count data, and \( X_t \) be a time-varying \( r \)-dimensional covariate vector, say \( X_t = (X_{t1}, X_{t2}, ..., X_{tk})^\top \) for \( t = 1, 2, 3, ... \). The conditional mean, \( \mathbb{E}(Y_t | F_{t-1}) \) of the count time series is assumed to be identical to the mean process \( \mu_t \), such that \( \mathbb{E}(Y_t | F_{t-1}) = \mu_t \). Denoted by \( F_{t-1} \) is the history of the joint process \( (Y_t, \mu_t, X_t) \) with the part process up to time \( t \) including the covariate information function at time \( t + 1 \). There is a link function \( \{ g : \mathbb{R}^+ \to \mathbb{R} \} \) and transformation function \( \{ \bar{g} : \mathbb{N}_0 \to \mathbb{R} \} \) where \( \mathbb{N}_0 = \{0, 1, 2, 3, ...\} \). \( \mathbb{R}^+ \) and \( \mathbb{R} \) as a positive real number and a real number respectively.

The count time series following generalized linear models [23] is given by:

\[
g(\mu_t) = \beta_0 + \sum_{k=1}^{p} \beta_k Y_{t-k} + \sum_{l=1}^{q} \alpha_l g(\mu_{t-l}) + \eta^\top X_t \tag{2}
\]

Model (2) is a convenient and flexible model class for serial correlation, deterministic and stochastic seasonality, deterministic trends, and covariates. For GLMs, \( \nu_t = g(\mu_t) \) is a linear predictor, defining \( P \) as \( P = \{i_1, i_2, ..., i_p \} \) and \( i \) as integer \( 0 < i_1, i_2, ..., i_p < \infty \), \( p \in \mathbb{N}_0 \), which is relevant to observations at the previous period. It is possible to regress the observed lag \( Y_{t-q}, Y_{t-q}, ..., Y_{t-j} \), defining \( Q \) as \( Q = \{j_1, j_2, ..., j_q \} \), and \( j \) as integer \( 0 < j_1, j_2, ..., j_q < \infty \), \( q \in \mathbb{N}_0 \) which is related to the conditional mean at the previous \( j_q \) period. It is the regressor variable on the lag for the conditional mean \( \mu_{t-j}, \mu_{t-j}, ..., \mu_{t-j} \). From model (2), consider the situation where \( g \) and \( \bar{g} \) equal the identity. Namely \( g(x) = \bar{g}(x) = x \) for \( P = (1, 2, ..., p) \), \( Q = (1, 2, ..., q) \) and \( \eta = 0 \) [15-17]. Model (2) becomes:

\[
g(\mu_t) = \beta_0 + \sum_{k=1}^{p} \beta_k Y_{t-k} + \sum_{l=1}^{q} \alpha_l g(\mu_{t-l}) \tag{3}
\]

The parameter space of model (2) with covariates is given by:

\[
\Theta = \left\{ \theta \in \mathbb{R}^{r+p+q+r}, \beta_0 > 0, \beta_1, ..., \beta_p, \alpha_1, ..., \alpha_q, \eta_1, \eta_2, ..., \eta_q \geq 0, \sum_{k=1}^{p} \beta_k + \sum_{l=1}^{q} \alpha_l < 1 \right\}. \tag{4}
\]

The log-linear of model (3) with covariates is given by:

\[
\Theta = \left\{ \theta \in \mathbb{R}^{r+p+q+r}, \beta_0 > 0, |\beta_1|, ..., |\beta_p|, |\alpha_1|, ..., |\alpha_q| < 1, \left| \sum_{k=1}^{p} \beta_k + \sum_{l=1}^{q} \alpha_l \right| < 1 \right\}. \tag{5}
\]
From Eq. (2), \( \sum_{t=1}^{p} \beta_t \hat{g}(Y_{r,t}) \) is the term that indicates the average of \( Y_t \) is influenced by the number of \( Y_{r,t} \), where the variable \( Y_t \) represents the number of covid death cases daily at time \( t \), \( Y_{r,t} \) represents of the number covid deaths cases daily at the previous time \( t-ik \), \( \sum_{i=1}^{d} \alpha_i g(\mu_{r,i}) \) is the term that indicates the average of \( Y_t \) is influenced by the conditional mean \( \text{E}(Y_t | F_{r,t}) \) at the previous time \( t-jl \). \( \eta^T X_t \) is the term that indicates that the average of \( Y_t \) is influenced by the covariates, where the covariates in this study include the new COVID-19 infection cases daily in Thailand from 1 January 2020 to 31 December 2020 and the intervention variable. While \( \beta_0, \beta_r, \alpha_i \), and \( \eta^T \) are unknown parameters.

**The Poisson model for time series count data**

From model (3), assume \( Y_t \) be a random variable distributed as the Poisson distribution. This model is a special case of model (2) called a linear model of order \( p \) and \( q \). These models are also known as INGARCH, or autoregressive conditional Poisson (ACP) models. Consider again for model (2) when defining the logarithmic link function \( g(x) = \log(x) \) and \( \hat{g}(x) = \log(x+1) \). Then, we obtain a log-linear model of order \( p \) and \( q \). Let \( \nu_t = \log(\mu_t) \) for \( P = (1,2,...,p) \), \( Q = (1,2,...,q) \) and \( \eta = 0 \). Model (2) becomes [24]:

\[
\nu_t = \log(\mu_t) = \beta_0 + \sum_{i=1}^{r} \beta_i \log(Y_{r,i}) + \sum_{i=1}^{d} \alpha_i \log(\nu_{r,t-i}).
\]

(6)

For model (2), if \( Y_t \) has the Poisson distribution, if \( \{Y_t | F_{r,t} ; \mu_t \} \sim \text{Poi}(\mu_t) \), then the Poisson model for the time series count data is:

\[
P(Y_t | F_{r,t}; \mu_t) = \frac{e^{-\mu_t} \mu_t^y}{y!}, \quad y = 0,1,2,... \quad \text{and} \quad \mu_t > 0.
\]

(7)

The variance and mean of \( \{Y_t | F_{r,t}; \mu_t \} \) are \( \text{V}(Y_t | F_{r,t}; \mu_t) = \text{E}(Y_t | F_{r,t}; \mu_t) = \mu_t \). Because in the case of the Poisson response model the conditional mean is identical to the conditional variance. If the conditional variance is greater than the conditional mean, or if the response contains a large number of zeroes, which is often referred to as over-dispersion, the Poisson response is not suitable for modeling. In this case, the NB distribution can deal with the problem, since it does not require a conditional mean identical to the conditional variance. It rather allows variance to be larger than the mean.

**The negative binomial model for time series count data**

Let \( Y_t \) be a random variable distributed as the NB distribution with parameters \( r \) and \( m \), denoted by \( Y_t \sim \text{NB}(r, m) \). Its pmf is:

\[
f(y; r, m) = \frac{\Gamma(r + y)}{\Gamma(r)\Gamma(y+1)} m^r (1-m)^y, \quad y = 0,1,2,..., \quad r > 0, \quad \text{and} \quad 0 < m < r.
\]

(8)

From the pmf in (8), alternatively, we can parameterize \( m \) in the term of \( r \) as \( m = r/(\mu + r) \) for \( \mu \) as the mean response variable and \( r \) as the reciprocal (or inverse of a dispersion parameter \( \phi : \phi = 1/r \)). The traditional NB distribution [6] can be rewritten in terms of its pmf as follows,

\[
f(y; r, \mu) = \frac{\Gamma(r + y)}{\Gamma(r)\Gamma(y+1)} \left( \frac{\mu}{\mu + r} \right)^y \left( \frac{1}{\mu + r} \right)^r, \quad y = 0,1,2,...
\]

(9)
where $\mu > 0$, $r > 0$ and $\Gamma(.)$ is a complete gamma function.

For model (1), if $Y_t$ is distributed as the NB distribution, $\{Y_t \mid F_{i-1}; \mu_t, r \} \sim \text{NB}(\mu_t, r)$. where the NB distribution is parametrized in terms of its mean with an additional dispersion parameter

$$F(Y_t \mid F_{i-1}; \mu_t, r) = \frac{\Gamma(r+y)}{\Gamma(y+1)\Gamma(r)} \left( \frac{r}{r+\mu_t} \right)^r \left( \frac{\mu_t}{r+\mu_t} \right)^{y}, \quad y = 0,1,2,\ldots$$

(10)

Its mean and variance are respectively:

$$E(Y_t \mid F_{i-1}; \mu_t, r) = \mu_t \text{ and } V(Y_t \mid F_{i-1}; \mu_t, r) = \mu_t + \frac{\mu_t^2}{r}.$$  

(11)

This research consists of 3 parts: 1) A new distribution was developed in the form of a mixed negative binomial distribution; 2) The properties of the developed mixed negative binomial distribution were studied, and 3) A mixed negative binomial time series model in the form of count time series generalized linear models was created, and then compare the performance of the purpose model with the Poisson and NB models, namely determining that the response variables of GLMs framework in Eq. (2) are represented by Poisson and NB distribution.

**Results and discussion**

**A new mixed negative binomial model for time series count data**

In this section, we proposed a new mixed negative binomial distribution, the so-called negative binomial-quasi Lindley (NB-QL) distribution. The NB-QL distribution is obtained by mixing between the NB distribution [3] and the quasi Lindley (QL) distribution [25]. Firstly, we introduce the QL distribution as follows.

Let $\lambda$ be a random variable distributed as the QL distribution with parameters $a$ and $b$, which is denoted by $\lambda \sim \text{QL}(a, b)$. The probability density function (pdf) of the QL distribution is:

$$g(\lambda; a, b) = \frac{ab}{b+1} e^{-a\lambda}, \quad \lambda > 0, \quad a > 0 \text{ and } b > 0.$$  

(12)

The moment generating function (mgf) of $\lambda$ is

$$M(\theta; a, b) = E(e^{\theta \lambda}) = \frac{1}{b+1} \left( \frac{ab}{a-t} + 1 \right); \quad t > 0.$$  

(13)

If $Y \mid \lambda \sim \text{NB}(r, m = e^{-\lambda})$ with the pmf as (8) and

$$f(y) \mid \lambda = \frac{\Gamma(y+r)}{\Gamma(y+1)\Gamma(r)} e^{-y\lambda} \left( 1 - e^{-\lambda} \right)^y = \frac{\Gamma(y+r)}{\Gamma(y+1)\Gamma(r)} \sum_{j=0}^{\infty} \binom{y}{j} (-1)^j e^{-j\lambda},$$  

(14)

where $\lambda \sim \text{QL}(a, b)$ with the pdf in (12), then the pmf of $Y$ can be obtained by

$$f(y; r, a, b) = \int_0^{\infty} f(y \mid \lambda) g(\lambda; a, b) d\lambda = \frac{\Gamma(y+r)}{\Gamma(y+1)\Gamma(r)} \sum_{j=0}^{\infty} \binom{y}{j} (-1)^j M_j[-(r+j); a, b].$$  

(15)

By replacing the mgf of $\lambda$ in (13) as in (15) with $t = -(r+j)$, we have the pmf of $Y$ as follows:
\[
f(y; r, a, b) = \frac{\Gamma(y + r)}{\Gamma(y + 1) \Gamma(r)} \sum_{j=0}^{\infty} \left( \frac{y}{b + 1} \right)^j \left( \frac{ab}{a + r + j} + \frac{r + j}{a} + 1 \right), \quad y = 0, 1, 2, \ldots
\]

Therefore, we obtain a random variable \( Y \) distributed as the NB-QL distribution with parameters \( r, a \) and \( b \) denoted by \( Y \sim \text{NB-QL}(r, a, b) \). Some pmf plots of the NB-QL distribution are shown in Figure 1. The NB-QL distribution includes 2 submodels: 1) If \( b = a \), then the NB-QL distribution reduces to the negative binomial-Lindley distribution [9]. 2) If \( b = 0 \), then the NB-QL distribution reduces to the negative binomial-gamma distribution [11].

The negative binomial-quasi Lindley model for time series count data

For model (2), let \( Y_t \) be a random variable distributed as the NB-QL distribution with a vector parameter of \( \Lambda = \{\mu, r, a, b\} \), i.e., \( \{Y_t \mid F_{t-1}; \Lambda\} \sim \text{NB-QL}(\Lambda) \). we have the NB-QL model for time series count data as follows:

\[
P(Y_t \mid F_{t-1}; \Lambda) = \int_0^\infty \text{NB}(y; \lambda \mu, r) \text{QL}(\lambda; a, b) d\lambda,
\]

\[
= \frac{\Gamma(y + r)}{\Gamma(y + 1) \Gamma(r)} \int_0^\infty \left( \frac{r}{\lambda \mu + r} \right)^y \left( \frac{\mu}{\lambda \mu + r} \right)^y \frac{a(b + a \lambda e^{-a \lambda})}{b + 1} d\lambda,
\]

(17)

Its mean and variance are respectively:

\[
E(Y_t \mid F_{t-1}; \Lambda) = \mu E(\lambda) \quad \text{and} \quad \text{(18)}
\]

\[
V(Y_t \mid F_{t-1}; \Lambda) = E(Y_t \mid F_{t-1}) + \mu^2 \left( \frac{1 + r}{r} \right) E(\lambda^2) - E^2(Y_t \mid F_{t-1}) \quad \text{(19)}
\]

where \( E(\lambda) \) and \( E(\lambda^2) \) are the first and second moments of the QL distribution as follows:

\[
E(\lambda) = \frac{1}{a} \left( \frac{b + 2}{b + 1} \right) \quad \text{and} \quad E(\lambda^2) = \frac{1}{a^2} \left( \frac{b + 3}{b + 1} \right)
\]

(20)

In this paper, the vector of unknown parameters \( \Lambda = \{\mu, r, a, b\} \), can be customarily estimated using the Bayesian approach, which allows the consideration of prior information for parameter estimation.
Bayesian inference for the negative binomial-quasi Lindley model for time series count data

In this article, we implement the Bayesian approach using the Markov Chain Monte Carlo (MCMC) technique for the NB-QL model for time series count data, which involves the Bayesian hierarchical model, prior distributions, and joint posterior density. Some statistical programs for Bayesian analysis are available for parameter estimation, such as WinBUGS, OpenBUGS, and JAGS, which are the most popular. The techniques of Bayesian inference may be extended to hierarchical Bayesian analysis. Numerous researchers have shown interest in the study of the hierarchical Bayesian modeling approach relying on MCMC techniques as referred to in [22] and [26]. Since the likelihood function of the NB-QL regression model in (17) is not a closed-form, e.g.,

\[
L(Y_i \mid F_{i-1}; \lambda) = \prod_{i=1}^{n} \frac{\Gamma(y_i + r)}{\Gamma(y_i + 1) \Gamma(r)} \left( \frac{\mu_i}{\lambda \mu_i + r} \right)^y \left( \frac{\mu_i}{\lambda \mu_i + r} \right)^r \frac{a(b + a \lambda)e^{-a \lambda}}{b + 1} d\lambda.
\]

(21)

It can be executed using the representation of the hierarchical model implicit both in the integral and the definition of the QL distribution. Since the QL distribution is mixing between the exponential (Exp) distribution with scale parameter \( a \), denoted by \( \text{Exp}(a) \) and the Gamma (Gam) distribution with the shape parameter 2 and the scale parameter \( b \), denoted by \( \text{Gam}(2, b) \), the pdf of the QL distribution as in (12) can therefore be written as [25]:

\[
\lambda \sim \frac{b}{1 + b} \text{Exp}(a) + \frac{1}{1 + b} \text{Gam}(2, a).
\]

(22)

The NB-QL distribution is conditional upon the unobserved site-specific frailty term \( \lambda \), which describes the additional heterogeneity [27]. Consequently, the hierarchical framework can be represented as:

\[
P(y_i \mid F_{i-1}; \mu_i, r \mid \lambda) = \text{NB}(y_i; \lambda \mu_i, r) \quad \text{and} \quad \lambda \sim \text{QL}(a, b)
\]

(23)

Figure 1 The pmf plots of \( Y \) for \( Y \sim \text{NB-QL}(r, a, b) \) with some specified parameters \( r, a \) and \( b \).
In Bayesian inference, the prior distribution plays a defining role in the estimation of the unknown parameters in any distribution. In this study, all unknown parameters $r, a, b$ and parameter space $\Lambda$ as in Eqs. (2) or (3) are considered. Assume the parameters of NB-QL regression model with parameters $r, a$ and $b$ are distributed as the gamma distribution, and $\Theta$ is distributed as the normal distribution. They are mutually independently distributed in each parameter, and the joint prior distribution of all unknown parameters is as follows:

$$r \sim \text{Gam}(\gamma_r, \theta_r), \quad a \sim \text{Gam}(\gamma_a, \theta_a), \quad b \sim \text{Gam}(\gamma_b, \theta_b) \quad \text{and} \quad \Theta \sim \text{Normal}(b_0, S_\beta),$$

(24)

where the positive real values of $\gamma_r, \theta_r, \gamma_a, \theta_a, \gamma_b, \theta_b, b_0$ and $S_\beta$ are known or fixed. Suppose that $b_0$ is a $(k+1) \times 1$ hyper-parameter vector and $S_\beta$ is a $(k+1) \times (k+1)$ known non-negative specific matrix. Each parameter is supposed to be independently distributed, and the joint prior distribution of all unknown parameters can be written as:

$$\pi(\Lambda) = \pi(r)\pi(a)\pi(b)\pi(\Theta).$$

(25)

From the likelihood function in (21) and the prior distribution in (25), we derive the posterior distribution as follows:

$$\pi(\Lambda | X) \propto \prod_{i=1}^{n} f(y_i | x_i^T, \Lambda)\pi(r)\pi(a)\pi(b)\pi(\Theta).$$

(26)

For the NB-QL model, the full conditional posterior distributions for each parameter of $\Lambda$ derived from (25) are obtained as:

$$\pi(r | y, X, r, a, b) \propto \prod_{i=1}^{n} f(y_i | x_i^T, \Lambda)\pi(r), \quad \pi(a | y, X, r, a, b) \propto \prod_{i=1}^{n} f(y_i | x_i^T, \Lambda)\pi(a),$$

$$\pi(a | y, X, r, a, b) \propto \prod_{i=1}^{n} f(y_i | x_i^T, \Lambda)\pi(b), \quad \pi(\Theta | y, X, r, a, b) \propto \prod_{i=1}^{n} f(y_i | x_i^T, \Lambda)\pi(\Theta).$$

Figure 2 (a) A plot between the number of COVID-19 death cases daily in Thailand ($Y_t$) and the time ($t$); (b) The observed frequency (days) of the number of people for COVID-19 deaths in Thailand.
Table 1 Summary of the actual data.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Median</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_t$</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0.18</td>
<td>0.58</td>
<td>0.34</td>
</tr>
<tr>
<td>$X_1$</td>
<td>0</td>
<td>745</td>
<td>5</td>
<td>25.11</td>
<td>68.87</td>
<td>4,743.08</td>
</tr>
<tr>
<td>$I_1$</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In this study, the model parameters of $\Lambda$ can be estimated from the Bayesian method using the MCMC algorithm to produce the posterior inference for each parameter. Based on these prior densities, we generated 3 parallel independent MCMC chains for 30,000 iterations in each parameter, discarding the 1st 15,000 iterations as a burn-in for computation. In this paper, the expected posterior of parameters is calculated using the jags function in the R2jags package of the R language [28,29].

**Generalized linear model for time series count data on the daily COVID-19 pandemic**

**Empirical data**

The data used are the number of COVID-19 cases daily in Thailand from 1 January 2020 to 31 December 2020, comprising 366 days of daily [14]. All random variables in this study are as follows, i.e.,

1) $Y_t$ is time series data of the number of COVID-19 death cases daily (unit: People);
2) $X_1$ is the number of a new COVID-19 infection cases (unit: People);
3) $I_1$ is the intervention variable for the time $73 \leq t \leq 143$ ($I_1 = 1$ for $73 \leq t \leq 143$, otherwise $I_1 = 0$);
4) $I_2$ is the intervention variable for the time $t \geq 352$ ($I_2 = 1$ for $t \geq 352$, otherwise $I_2 = 0$).

From the actual data, there were COVID-19 deaths recorded as 0 people for 324 days, 1 person for 26 days, 2 people for 8 days, 3 people for 7 days, and 4 people for 1 day (Figure 2(b)). The mean and variance of the number of people of the COVID-19 deaths (people) are 0.18 and 0.38, respectively (Table 1). Since the variance of the number of the COVID-19 deaths is greater than mean, this data set has an over-dispersion problem.

**Stages of data analysis**

*Stages of analysis of the model are as follows:*

1) Explore data to see a general data overview through a plot of the number of the COVID-19 death cases daily from 1 January 2020 to 31 December 2020.

2) Define the $P$ and $Q$ as initial values by forming an ACF and PACF plot, specifying the optimal combination based on the smallest AIC value.

3) Modeling with the NB-QL, Poisson, and NB distribution approaches by adding internal covariate effects, and estimating model parameters with the Bayesian approach.

4) Comparing the performance of the proposed model with the Poisson and NB distributions. The present study chose the Poisson and NB distribution to compare the NB-QL distribution because the 3 distributions were related. Namely, the NB-QL distribution was a mixed distribution between the QL and NB distributions. Meanwhile, the NB distribution is obtained by mixing the Poisson distribution and the gamma distribution.

**Figure 3** The plot between the number of COVID-19 death cases daily in Thailand ($Y_t$), ACF plot, and PACF plot of $Y_t$. 
**P and Q value determination**

Before modeling the initial step, determine values of $P$ and $Q$ based on the partial autocorrelated function (PACF) and autocorrelated function (ACF) plot. The result is shown in Figure 3. So the values of $P$ and $Q$ to be tested are $P = \{1, 2, 3, 10, 11, 14, 16, 19, 20, 25\}$ and $Q = \{1 \text{ to } 23\}$, then from the values of $P$ and $Q$ it is possible to determine the optimal combination based on the smallest AIC value (Ahmad and Francq, 2016). For the numerous combinations listed of $P$ and $Q$ in Figure 4, the optimal combination is $P = 3$ and $Q = 2$ ($AIC = 322.30$), and then these values are used in modeling.

![Figure 4](image)

**Criteria for model evaluation**

In the model comparison stage, 3 criteria are considered for model comparisons:

1) The deviance is $D(\Omega) = -2 \log L(y \mid \Omega)$, where $L(y \mid \Omega)$ is the likelihood function, and the conditional joint pdf of the observations is given unknown parameters.

2) The DIC is regarded as a generalization of Akaike’s information criterion and the Bayesian information criterion, which is often and widely used as a goodness-of-fit measure when we use the Bayesian approach. The DIC is defined as $\text{DIC} = \bar{D}(\Omega) + p_D$, for $\bar{D}(\Omega) = \mathbb{E}[-2 \log L(y \mid \Omega)]$ and $p_D = \text{Var}[D(\Omega)]/2$, where the first term is the posterior mean of the deviance, and the 2nd term is an alternative measure of the effective number of parameters [29]. The DIC is beneficial to Bayesian model comparison problems where the posterior distributions have been obtained by MCMC simulation [30,31]. Therefore, deviance and DIC are statistics to compare the models. The model has the smallest value of deviance and DIC is the best model.

3) Probability Integral Transform (PIT) is a tool for assessing the probability calibration of the predictive distribution, which will follow a uniform distribution if the predictive distribution is correct [32]. For count data, Czado et al. [33] define a non-randomized PIT value by:

$$F_y(u) = \begin{cases} 
0 & ; u \leq P_t(y-1) \\
\frac{u - P_t(y-1)}{P_t(y) - P_t(y-1)} & ; P_t(y-1) < u < P_t(y) \\
1 & ; u \geq P_t(y)
\end{cases}$$

where $P_t(y)$ is the predictive distribution of the observed value $y_t$. The shape of the PIT histograms suggests the calibration accuracy of the predictive distribution. A convex shape indicates an under-dispersed predictive distribution, whereas concave histograms refer to over-dispersed predictive distributions.
Table 2 Parameter estimates and various statistics of the NB-QL, Poisson, and NB models.

<table>
<thead>
<tr>
<th>Models</th>
<th>Parameters</th>
<th>Estimate (s.e.)</th>
<th>95% CR.I</th>
<th>Deviance</th>
<th>DIC</th>
<th>$p_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_0$</td>
<td>-5.501 (1.502)</td>
<td>(-8.641, -2.803)</td>
<td>203.482</td>
<td>212.50</td>
<td>9.00</td>
</tr>
<tr>
<td>NB-QL</td>
<td>$\beta_1$</td>
<td>0.514 (0.132)</td>
<td>(0.272, 0.780)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>-2.884 (1.165)</td>
<td>(-5.135, -0.631)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\eta_1$</td>
<td>0.013 (0.188)</td>
<td>(-0.385, 0.364)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\eta_2$</td>
<td>4.828 (0.843)</td>
<td>(3.341, 6.673)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\eta_3$</td>
<td>4.883 (1.367)</td>
<td>(2.245, 7.604)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poisson</td>
<td>$\beta_0$</td>
<td>-4.717 (0.922)</td>
<td>(-6.994, -3.142)</td>
<td>199.900</td>
<td>588.1</td>
<td>388.2</td>
</tr>
<tr>
<td></td>
<td>$\beta_1$</td>
<td>0.457 (0.102)</td>
<td>(0.258, 0.652)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>-2.623 (0.975)</td>
<td>(-4.643, -0.750)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\eta_1$</td>
<td>0.022 (0.151)</td>
<td>(-0.304, 0.293)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\eta_2$</td>
<td>4.800 (0.984)</td>
<td>(3.081, 7.195)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\eta_3$</td>
<td>4.741 (1.366)</td>
<td>(2.036, 7.589)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB</td>
<td>$\beta_0$</td>
<td>-4.743 (0.856)</td>
<td>(-6.735, -3.334)</td>
<td>203.750</td>
<td>213.80</td>
<td>10.10</td>
</tr>
<tr>
<td></td>
<td>$\beta_1$</td>
<td>0.511 (0.136)</td>
<td>(0.252, 0.787)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\alpha_2$</td>
<td>-2.913 (1.149)</td>
<td>(-5.195, -0.639)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\eta_1$</td>
<td>0.013 (0.188)</td>
<td>(-0.380, 0.358)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\eta_2$</td>
<td>4.868 (0.930)</td>
<td>(3.307, 7.910)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\eta_3$</td>
<td>4.914 (1.438)</td>
<td>(2.226, 7.910)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5 The plot of Deviance, DIC, and $p_D$ of Poisson NB and NB-QL models.

Results of data analysis
In this section, the results of the data analysis provide an illustrative method of applying the generalized linear models of the time series count data to build the model derived for a new mixed NB
distribution: The NB-QL. This can be compared with some traditional approaches: The Poisson and NB distributions. The Bayesian approach is the method used to estimate the parameters of the count time series model. The posterior means, estimates, standard error (s.e.), 95% credible intervals (Cl.I.) of each parameter, and statistics of the deviance, DIC, and \( p_0 \) of the NB-QL, Poisson, and NB models, are presented in Table 2. The results of the parameter estimation of the NB-QL distribution in the generalized linear models of the time series count data revealed that the estimated parameters \( r, a \) and \( b \) are: \( \hat{r} = 3.153 \) (s.e. = 1.377), \( \hat{a} = 1.004 \) (s.e. = 0.994) and \( b = 0.1015 \) (s.e. = 1.023), respectively. The result of the estimation of the parameter models can be seen in Table 2. The parameter estimate of the NB-QL distribution is obtained as:

\[
E(Y_i \mid F_{-i}) = \mu_i E(\lambda) \text{ where } E(\lambda) = \frac{1}{a} \left( b + \frac{2}{b+1} \right) = 1.490 .
\]

According to Table 2, the number of COVID-19 death cases daily in Thailand with GLMs for the count data approach with the NB-QL distribution can be represented as:

\[
\hat{Y} = E(\lambda) \exp\{\hat{\beta}_0 Y_{t-3} + \hat{\gamma}_1 t + \hat{\eta}_1 Z_t + \hat{\eta}_2 I_t + \hat{\eta}_I I_t\}
\]

\[
= 1.490 \exp\{-5.501 + 0.514 Y_{t-3} - 2.884 \lambda_{t-2} + 0.013 Z_t + 4.828 I_t + 4.883 I_t\}. \tag{28}
\]

The deviance, DIC, and \( p_0 \) of the generalized linear models of the NB-QL model are 203.482, 212.50, and 9.00 respectively (Table 2 and Figure 5). It can be described that with the time between 73 \( \leq t \leq 143 \) and \( t \geq 352 \), there are internal covariate effects due to the data, as there was a surge in the number of the COVID-19 death cases daily in Thailand \((Y_i)\). This model indicates that the average of \( Y_i \) is influenced by the number of \( Y_t \) in the previous 3 days. The average number of COVID-19 death cases daily in Thailand also influenced the previous 2 days. At the same time, the number of infected cases daily in Thailand \( Z_t = (X_t - 25.11) / 68.87 \) is influenced by the number of COVID-19 death cases daily. Since there is a variable intervention in certain days, the intervention will be added with a specific coefficient as it is written in the model. For considering the traditional Poisson distribution, the parameter estimate of the Possion distribution is obtained as: \( E(Y_i \mid F_{-i}) = \mu_i \). Consequently, the GLMs for the count data approach with the Possion distribution can be represented as:

\[
\hat{Y} = \exp\{\hat{\beta}_0 Y_{t-3} + \hat{\gamma}_1 t + \hat{\eta}_1 Z_t + \hat{\eta}_2 I_t + \hat{\eta}_I I_t\}
\]

\[
= \exp\{-4.717 + 0.457 Y_{t-3} - 2.623 \lambda_{t-2} + 0.022 Z_t + 4.800 I_t + 4.741 I_t\}. \tag{29}
\]

The deviance, DIC, and \( p_0 \) of the generalized linear models of the Possion model are 199.900, 588.1, and 388.2 respectively (Table 2 and Figure 5). In the same way, the GLMs for the count data approach with the NB distribution can be represented as:

\[
\hat{Y} = \exp\{\hat{\beta}_0 Y_{t-3} + \hat{\gamma}_1 t + \hat{\eta}_1 Z_t + \hat{\eta}_2 I_t + \hat{\eta}_I I_t\}
\]

\[
= \exp\{-4.743 + 0.511 Y_{t-3} - 2.913 \lambda_{t-2} + 0.013 Z_t + 4.868 I_t + 4.914 I_t\}. \tag{30}
\]

The deviance, DIC, and \( p_0 \) of the generalized linear models of the NB-QL model are 203.750, 213.80, and 10.10 respectively (Table 2 and Figure 5).

**Comparison of model performance**

The next stage evaluates the 3 approaches’ model performance based on deviance, DIC, \( p_0 \) and the PIT histogram criteria. As regards the performance of the NB-QL, NB, and Poisson time series models from the criteria: deviance, DIC, and \( p_0 \), it is found that the NB-QL model has the highest efficiency when compared with the NB and Poisson models. When considering the PIT histogram criteria, the PIT histogram for the NB-QL, Poisson, and NB distributions can be seen in Figure 6.
Figure 6 shows that the Poisson model is still not good because it has not approached the uniform distribution form. In contrast, the NB-QL and NB models have approached the uniform. It means that the models with the NB-QL and NB are performing better compared to the Poisson approach. But it is seen from the BIC, DIC, $p_D$ and the PIT histogram values that the model with the NB-QL distribution is the best model among the 3 model approaches. The goodness of the model is also demonstrated by the actual plot of the data comparison with the modeling results following the 3 approaches:

Figure 7 shows the data plot with the other 3 estimators. This plot shows that all the plot estimates have a reasonably good value because they follow the actual data pattern data. However, the blue plot, namely the estimation with the NB-QL model, has a value closer to the actual data plot, which is also substantial with the smallest BIC, DIC and $p_D$ values.

![PIT histogram with the NB-QL, Poisson, and NB models](image1.png)

Figure 6 The PIT histogram with the NB-QL, Poisson, and NB models.

![Comparison of actual data and models](image2.png)

Figure 7 Comparison of actual data and models.
Conclusions

This work proposes the new mixed NB distribution, which is called the negative binomial-quasi Lindley (NB-QL) and applies the newly created distribution with a GLMs framework to build the time series count data model. Where the NB-QL and NB distributions, there are both similarities and differences. Namely, NB-QL and NB models are used for count data analysis. However, the NB-QL model can describe data better than the NB model for over-dispersed count data or count data with heavy-tailed since the NB-QL has flexible better than the NB model because the NB-QL model has 2 shaped parameters. In contrast, the NB model has 1 shaped parameter. In the application of the NB-QL model, we compare the accuracy of the proposed distribution with the Poisson model and an NB model using the actual data sets: The number of COVID-19 death cases daily in Thailand from 1 January 2020 to 31 December 2020, for which this data set has the observed sample of 366 days. This data set has over-dispersion problems, the resulting model is compared with some traditional models: The Poisson and NB models. The new findings show that the NB-QL model has the highest efficiency when compared with the NB and Poisson models. One of the reasons the NB-QL performs best is because the developed NB-QL distribution is more fitted to the actual data in the form of time series count data than the classical distribution. According to the results of the study, it is found overall that the NB-QL time series model was more suitable than the Poisson or NB models. The DIC and $p_o$ of the new model were lower than that of the Poisson model at 63.87 and 97.68 %, respectively, while the deviance of the new model was slightly higher than that of the Poisson model at 1.76 %. When considering the comparison between the new model and the NB model, the deviance, DIC and $p_o$ values of the NB-QL time series were lower than those of the NB model at 0.12, 0.61 and 10.89 %, respectively. When considering the model performance using the PIT histogram, the Poisson distribution model is still not good because it has not approached the uniform distribution form. In contrast, the model with the NB-QL distribution and NB has approached the uniform. Based on deviance, DIC, $p_o$ and the PIT histogram, we can see that the proposed model is also suitable for forecasting the number of COVID-19 death cases daily in Thailand, indicating that the NB-QL time series model was another efficient alternative to modeling for count data that has an over-dispersion problem. According to the NB-QL time series model concerning the number of COVID-19 death cases daily in Thailand from 1 January 2020 to 31 December 2020, this model indicates that the average of the number of COVID-19 death cases daily in Thailand is influenced by the number of COVID-19 death cases daily in Thailand in the previous 3 days. The average number of COVID-19 death cases daily in Thailand also influenced the previous 2 days. At the same time, the number of infected cases daily in Thailand is influenced by the number of COVID-19 death cases daily. In addition, there are also the components of interventions of internal covariate effects due to the data, as there was a surge in the number of COVID-19 death cases daily in Thailand at the time between $73 \leq t \leq 143$ and $t \geq 352$.

The establishment of a data analysis model without considering the dispersion problem will lead to inaccurate parameter estimation. The common method is to use the NB distribution instead of the Poisson distribution [34]. According to a study by [35-37], it was found that the NB model was more appropriate than the Poisson model when there is over-dispersion of the data. In this study, applying the GLMs framework for time series count data to build the time series model derives a new mixed NB distribution: The NB-QL, whereby the results showed that the NB-QL time series model was more appropriate than the NB and Poisson models. This is because the Poisson distribution is a special case of the NB distribution. But if the variance is greater than the mean, the new mixed NB distribution in this study is an extremely effective alternative for modeling count data in the context of over-dispersion.
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