A Gaussian Process Regression Model for Forecasting Stock Exchange of Thailand
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Abstract

A stock price index measures the change in several share prices, which can describe the market and assist investors in deciding on a specific investment. Thus, foreseeing the stock price index benefits investors in creating a better investment strategy. However, forecasting the stock price index can be challenging due to its non-linearity, non-stationary and high uncertainty. Gaussian process regression (GPR) is an attractive and powerful approach for prediction, especially when the data fluctuates over time with fewer restrictions. Besides, the GPR gains advantages over other forecasting techniques as it can offer predictions with uncertainty to provide margin errors. In this study, we evaluate the use of GPR to predict the stock price of Thailand (SET). The SET data are divided into 2 datasets; the data in the year 2015 - 2020 and the data in the year 2020 due to the massive change during the COVID-19 pandemic. The prediction results from the GPR are then compared to the machine learning approaches, artificial neural network (ANN) and recurrent neural network (RNN) using evaluation scores; the root mean square error (RMSE), the mean absolute error (MAE), the mean absolute percentage error (MAPE) and the Nash-Sutcliffe efficiency (NSE). The results indicate that the GPR is superior to the ANN and RNN for both datasets as it provides a high prediction accuracy. Moreover, the results suggest that the GPR is less sensitive to the number of input lags in the model. Therefore, the GPR is more favorable for the prediction of SET than the ANN and RNN.
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Introduction

The prediction of stock price index movement remains an attractive and challenging task for researchers and investors. Estimating the stock price or the stock index can provide the best trading strategy in advance that brings a high profit or reduce a potential loss. The data of stock prices and stock indexes are non-linear and non-stationary that can be troublesome to establish the methods for predicting future values. Over the past several years, many techniques are developed to apply in stock price and stock index forecasting [1-4].

Statistical analysis of time-series, particularly autoregressive models, is one of the most broadly used methods for predicting future values and illustrating future value movement based on historical data. However, it relies on the data pattern, which might not be mathematically simple to establish. Machine learning, such as an ANN and RNN, is a suitable candidate to substitute for time-series analysis. The machine learning methods can automatically learn a complex structure like trends and seasonality of a time-series by forming inputs and outputs without assuming the transition function from inputs to outputs. Another approach, which has been gained popularity in statistical modeling and machine learning because it is a powerful method with few restrictions, is GPR. GPR is a Bayesian approach intended to model a non-linear regression that can learn an unknown transition function in a regression problem with fewer conditions in the model’s choice. As a result, GPR and machine learning have been applied in diverse research fields. For example, in environmental research [5], GPR is used to predict PM_{2.5} and PM_{10} in the Seoul Metropolitan area. The GPR provided a reasonable degree of accuracy. In [6], GPR and machine learning models are used to forecast the drought index in Iran. They found that the GPR provided more accurate results than the other models based on RMSE and R^2. In agricultural research [7], GPR and the
modification of machine learning methods are used to evaluate diet nutrient digestibility. They found that the GPR is superior to other methods. In [8], the GPR model with the sparse procedure in computation is used for forecasting non-stationary tourism series in Hong Kong. The proposed sparse GPR model showed that its forecasting capability is superior to ARMA and support vector machine. In [9], the GPR and ANN are studied for intraday distribution grid load forecasting. The results showed that the GPR provided good forecasting values. Furthermore, it can offer a confidence interval that is a strong motivation for using GPR in grid load forecasting.

In stock market and finance, time-series modeling and machine learning are mainly used for stock price prediction [10-12]. In [13], the GPR is applied to forecast foreign exchange returns volatility. They suggested that the multivariate GP provided the best approximation. According to the literature review, GPR and machine learning modeling is attractive and potentially provide good accuracy in time-series data, notably when it fluctuates over time with relaxing mathematical assumptions. Besides, the GPR can offer the variability and margin errors of the predictive values so that it is regarded as a powerful tool to illustrate the uncertainty from the forecasting. In this paper, we evaluate the performance of the GPR for forecasting Stock Exchange Thailand (SET) in 2015 - 2020. The SET data are divided into 2 datasets; the total data and data in the year 2020 because of the sharp drop in the stock prices in 2020 due to the COVID-19 pandemic that might affect the prediction. Then the efficiency of the GPR is determined using RMSE, MAE, MAPE and NSE scores compared to the machine learning methods; ANNs and RNNs. The 95% confidence intervals for the mean predictive values are provided to illustrate the uncertainty of the forecast.

Materials and methods

Data

This study uses the SET index from 5 January 2015 to 30 June 2020, excluding closed market days. Figure 1 illustrates the time-series plot of SET over the period of study. The primary statistical descriptions of the annual SET index are shown in Table 1.

Table 1 Descriptive statistics of the SET index.

<table>
<thead>
<tr>
<th>Year</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>1st Q</th>
<th>Median</th>
<th>3rd Q</th>
<th>Max</th>
<th>Skew</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>243</td>
<td>1460.3</td>
<td>89.5</td>
<td>1261.6</td>
<td>1389.1</td>
<td>1483.2</td>
<td>1526.5</td>
<td>1615.8</td>
<td>-0.22</td>
</tr>
<tr>
<td>2016</td>
<td>244</td>
<td>1433.0</td>
<td>84.0</td>
<td>1224.8</td>
<td>1390.4</td>
<td>1444.2</td>
<td>1502.4</td>
<td>1552.6</td>
<td>-0.68</td>
</tr>
<tr>
<td>2017</td>
<td>244</td>
<td>1612.3</td>
<td>62.0</td>
<td>1535.5</td>
<td>1568.8</td>
<td>1577.8</td>
<td>1672.8</td>
<td>1753.7</td>
<td>0.86</td>
</tr>
<tr>
<td>2018</td>
<td>245</td>
<td>1720.5</td>
<td>71.2</td>
<td>1548.3</td>
<td>1667.9</td>
<td>1722.0</td>
<td>1784.9</td>
<td>1838.9</td>
<td>-0.25</td>
</tr>
<tr>
<td>2019</td>
<td>244</td>
<td>1639.9</td>
<td>43.8</td>
<td>1548.6</td>
<td>1613.9</td>
<td>1636.0</td>
<td>1664.9</td>
<td>1740.9</td>
<td>0.38</td>
</tr>
<tr>
<td>2020</td>
<td>123</td>
<td>1354.4</td>
<td>156.9</td>
<td>1024.4</td>
<td>1260.3</td>
<td>1341.9</td>
<td>1513.4</td>
<td>1600.4</td>
<td>-0.19</td>
</tr>
</tbody>
</table>

Figure 1 Time-series plot of the SET index from 5 January 2015 to 30 June 2020.
Figure 1 and Table 1 show that the mean and the standard deviation of the SET index are varied over time. It shrank from 2015 to 2016 and grew to the highest value at the beginning of 2018 before declining afterward. In 2020, it dropped rapidly in February and March due to the impact of COVID-19 before showing a recovery in April. This situation creates a high variation. To evaluate the model, we divide the data into 2 sets; the 1st 80% of the data is the training data. The remaining 20% is the testing data. Due to the fluctuation in 2020, we also evaluate the model using data in 2020 separately. Therefore, we have 2 datasets to model, Data 1 is from 5 January 2015 to 30 June 2020, and Data 2 is from 2 January 2020 to 30 June 2020.

Table 2 Datasets for modeling and model validation.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Training Study period</th>
<th>Days</th>
<th>Testing Study period</th>
<th>Days</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data 1</td>
<td>5 January 2015 to 28 May 2019</td>
<td>1,074</td>
<td>29 May 2015 to 30 June 2020</td>
<td>269</td>
</tr>
<tr>
<td>Data 2</td>
<td>2 January 2020 to 25 May 2020</td>
<td>98</td>
<td>26 May 2020 to 30 June 2020</td>
<td>25</td>
</tr>
</tbody>
</table>

Gaussian process regression (GPR)
A Gaussian process (GP) is a stochastic process made up of a collection of random variables where each random variable has a Gaussian distribution, and any finite number of those random variables has a multivariate Gaussian distribution. The GP can be applied in the regression model, called Gaussian process regression (GPR). A regression model is defined as $y = f(X) + \epsilon$, where $y = (y_1, y_2, ..., y_n)$ is the observation vector, $f(x)$ is an underlying function mapping from a collection of input vectors, $X = (x_1, x_2, ..., x_d)$ to output, where input vector $x$ as a collection of inputs $x_i = (x_{i1}, ..., x_{id})$, $i = 1, ..., d$, and $\epsilon$ is the additive noise term assumed to be Gaussian with zero mean and constant variance, $\epsilon \sim N(0, \sigma^2 I)$, where $I$ is an $n$-dimensional unit matrix. In the GPR, the function $f(x)$ is defined with a GP as:
f(X) \sim GP\left(m(X), k(X, X')\right). 

(1)

The vector f = f(X) has a multivariate Gaussian distribution, f|X \sim N(m(X), K)$ where$m(X)$is the mean function vector often set to be 0, and$K = k(X, X')$is the covariance matrix. In this work, we use the squared exponential (SE) covariance, which is the most commonly used covariance function in GP modeling:

\[ k_{SE}(x, x') = h^2 \exp\left[-\frac{1}{2} \left(\frac{x-x'}{l}\right)^2\right]. \tag{2} \]

We define$\theta = \{h^2, l\}$to be a set of hyper-parameters for a given mean and covariance function. More details on GP covariance functions can be found in [14].

Hence, the distribution of the output$y$given$f$is \[ y|f \sim N(f, \sigma^2_e I) \text{ and } y|X \sim N(m(X), K + \sigma^2_e I). \]

We are often interested in predicting new outputs given the training input matrix, X, and training outputs, y. We define the test input matrix as$X^* = (x^*_1, x^*_2, ..., x^*_n)$, the test latent function variables$\mathbf{f}^* = f(X^*)$and the test output as$y^* = (y^*_1, ..., y^*_m)$. We can write the joint distribution of the training and test latent variables, of the training outputs and latent variables, and the training and test outputs as:

\[
\begin{bmatrix}
    f \\
    f^*
\end{bmatrix} \sim N\left(
    \begin{bmatrix}
    m(X) \\
    m(X^*)
    \end{bmatrix},
    \begin{bmatrix}
    K & k(X, X^*) \\
    k(X^*, X) & k(X^*, X^*)
    \end{bmatrix}
\right). \tag{3}
\]

\[
\begin{bmatrix}
    y \\
    y^*
\end{bmatrix} \sim N\left(
    \begin{bmatrix}
    m(X) \\
    m(X^*)
    \end{bmatrix},
    \begin{bmatrix}
    K + \sigma^2_e I & k(X, X^*) \\
    k(X^*, X) & k(X^*, X^*)
    \end{bmatrix}
\right). \tag{4}
\]

Bayes’s rule is then applied to obtain the joint posterior distribution of training and test latent variables given the training outputs. The predictive distribution of$f^*$at given test inputs is shown as follows:

\[ f^*|X^*, y, \theta \sim N(\mu^*, \Sigma^*), \]

where$\mu^* = m(X^*) + k(X^*, X)(K + \sigma^2_e I)^{-1}(y - m(X))$\tag{5}

\[ \Sigma^* = k(X^*, X^*) - k(X^*, X)(K + \sigma^2_e I)^{-1}k(X, X^*). \tag{6} \]

The predictive distribution of the target outputs,$y^*$, is

\[ y^*|X^*, y, \theta \sim N(\mu^*, \Sigma^* + \sigma^2_e I). \tag{7} \]

The point predictions of GPR are the mean vector$\mu^*$The GPR prediction intervals at 95 % confidence level are$[\mu^* - 1.96 \text{ diag}(\Sigma^* + \sigma^2_e I), \mu^* + 1.96 \text{ diag}(\Sigma^* + \sigma^2_e I])$. To obtain the predictive distribution, we need to determine the hyper-parameters, $\theta$, and the variance, $\sigma^2_e$, given a set of data. The classical approach is to maximize the joint marginal likelihood function of $\theta$ and $\sigma^2_e$ whose logarithm is written as:

\[ l(\theta, \sigma^2_e; y) = -\frac{1}{2} y^T(K + \sigma^2_e I)^{-1}y + \frac{1}{2} \log|K + \sigma^2_e I| + \frac{n}{2} \log(2\pi) \tag{8} \]

with respect to $\theta$ and $\sigma^2_e$. In this study, we use the package “mlegp” (Maximum Likelihood Estimates of Gaussian Processes) in R programming to get the GPR hyper-parameter, the variance estimates, the predictive means and variances of the target outputs in Eqs. (5) - (7). Alternatively, we can learn about the hyper-parameters using a Bayesian approach, inferring posterior distribution over hyper-parameters [15,16].

**Artificial neural network (ANN)**

The ANN technique attempts to learn output from input by replicating the human brain system, with neuron and nodes interconnection. The basic ANN consists of an input layer, hidden layers and an output layer. Each layer is connected with a node or neuron that takes the weighted sum of the inputs and passes it through a transfer function to become inputs of the next layer. The output of the preceding layer is then the summation of the inputs and their weights presented as follows:
\[ a_j^l = f\left(b_j^l + \sum_{k=1}^{l-1} a_j^{l-1} w_{jk}^l\right). \] (9)

The \( w_{jk}^l \) is the weight for connection from the \( i \)th neuron in the \((l-1)\)th layer to the \( j \)th neuron in the \( l \)th layer and \( k \) is the total number of neurons of the preceding layer. The \( b_j^l \) denotes the bias term of the \( j \)th neuron in the \( l \)th layer. The \( a_j^l \) is the output of the \( j \)th neuron in the \( l \)th layer, which is related to the outputs in the \((l-1)\)th layer through the transfer function \( f(\cdot) \) as shown in Eq. (9). The ANN can approximate complex non-linear functions mapping the input to the output without information about the relationship between the data. However, the ANN results are sensitive to a choice of the input variables, number of neurons and number of hidden layers.

**Recurrent neural network (RNN)**

The RNN technique is a class of the ANN in which the output of the previous hidden neuron layer is saved and then fed back to be the input of the future hidden layer, together with the input. The RNN is suitable to model sequential or time-series data as the technique takes the time and sequence of the data into account. For each time step \( t \), the hidden neuron states \( h_t \) and the output \( y_t \) are expressed as follows:

\[ h_t = g_1(w_{xh} x_t + w_{hh} h_{t-1} + b_h), \] (10)

\[ y_t = g_2(w_{yh} h_t + b_y), \] (11)

where \( x_t \) is the input at time step \( t \), \( h_t, h_{t-1} \) represent the hidden neuron states at the time step \( t \) and \( t - 1 \) respectively, \( w_{xh} \) and \( w_{hh} \) are the weight of input-hidden neurons and hidden-hidden neurons, \( b_h \) and \( b_y \) are the bias terms, and \( g_1, g_2 \) are the activation functions.

**Performance evaluation**

We evaluate the performance of the models using the RMSE, the MAE, the MAPE, and the NSE, defined as follows:

\[ \text{RMSE} = \sqrt{\frac{1}{T} \sum_{t=1}^{T} (P_t - \hat{P}_t)^2}, \] (12)

\[ \text{MAE} = \frac{1}{T} \sum_{t=1}^{T} |P_t - \hat{P}_t|, \] (13)

\[ \text{MAPE} = \frac{1}{T} \sum_{t=1}^{T} \left| \frac{P_t - \hat{P}_t}{P_t} \right|, \] (14)

\[ \text{NSE} = 1 - \frac{1}{T} \sum_{t=1}^{T} \left( \frac{P_t - \hat{P}_t}{P_t - \bar{P}_t} \right)^2, \] (15)

where \( P_t \) and \( \hat{P}_t \) are observed and forecasted values at time \( t \), respectively, and \( T \) is the total number of forecasts.

The RMSE, MAE and MAPE measure the average magnitude of the difference between forecast and corresponding observed values; smaller values indicate the better predictive performance of a model. The NSE measures 1 minus ratio of error variance from a model over the variance of the observed values. The NSE closer to 1 indicates good predictive performance, whereas the NSE nearer to 0 suggests that a model has a similar predictive performance as the mean of the observed values. The NSE less than 0 indicates that the mean of observed values predicts better than the model.

**Results and discussion**

**Determining input lags**

The ANN, RNN, and GPR require inputs and outputs for modeling. The outputs usually mean either the current data or the predictive values in the future, while the inputs are obtained from the lagged data (previous data). Therefore, we need to determine the optimal number of lags for the inputs for these models. We use the autocorrelation function (ACF) and partial autocorrelation function (PACF) plots of
the training data to determine the number of lags used in inputs [17,18]. The number of significant lags (spikes) in the PACF plot gives the order of the autoregressive (AR) model, referring to the number of lags of the series to be used as predictors. The ACF plot is used to identify the order of the moving average (MA) model, referring to the number of forecast error lags that are related to predicting the series. Besides, we use the Akaike information criterion (AIC) to determine the number of lags from the autoregressive moving average (ARMA) model within the range of orders provided.

The ACF, PACF, and AIC plots for Data 1 and Data 2 are illustrated in Figures 3 and 4. The PACF plots suggest that the autocorrelation of lag 1 should be used as the input for both datasets. However, the AIC values of Data 1 decrease from lag 1 to lag 2 with the minimum at lag 2. This indicates that using lag 2 is more desirable than lag 1. The AIC plot for Data 2 suggests using lag 6 as it gives the minimum AIC value. This contrasts with the result from the PACF plot suggesting lag 1. Therefore, we decide to follow the suggestions from the PACF plots so that lag 1 and lag 2 are used for both datasets.

Forecasting results

This study uses GPR to predict SET data and compare the GPR predictive performance with ANN and RNN models. The data are normalized prior to modeling using min-max scaling, scaled to a fixed range of 0 to 1. The ANN and RNN models are performed with choices of hidden nodes and layers, whose model with the smallest AIC is then selected. The forecasting result, which is a point forecast value over the forecasting period, from all models are shown in Figures 5 and 6. For Data 1, all models
using either lag 1 or lag 2 give similar results. For the ANN, at the beginning of the predictions, it performs well, but it cannot reach the good predictions at the low peak data. The RNN and the GPR results are similar and better than the ANN because they can get the low peak data. For Data 2, there is a slight difference in predictions from using lag 1 and lag 2, particularly in the ANN and the RNN. The ANN with lag 1 performs better than lag 2, while the RNN shows the opposite results. The GPR, on the other hand, shows the same forecasting results in both lags.

Figure 5 Forecasting results of Data 1.

Figure 6 Forecasting results of Data 2.
Comparisons

In this section, we compare the overall performance of the 3 models using the model performance evaluation and the residuals. The RMSE, MAE, MAPE, and NSE values for Data 1 and Data 2 are shown in Tables 3 and 4. The results agree with the forecasting results. They indicate that the GPR outperforms the other models.

Table 3 Model performance evaluation for Data 1.

| Data set | Score | Data 1 | | Data 1 | | Data 1 | | Data 1 |
|----------|-------|--------|--------|--------|--------|--------|--------|
|          |       | ANN    | RNN    | GPR    | ANN    | RNN    | GPR    |
|          | MAPE  | 0.7092 | 0.8920 | 0.5307 | 0.7656 | 0.8849 | 0.5318 |
|          | NSE   | 0.9875 | 0.9807 | 0.9932 | 0.9858 | 0.9798 | 0.9932 |
|          | MAPE  | 1.6029 | 1.2065 | 0.9687 | 1.5538 | 1.1871 | 0.9687 |
|          | NSE   | 0.9565 | 0.9833 | 0.9860 | 0.9622 | 0.9837 | 0.9860 |

Table 4 Model performance evaluation for Data 2.

| Data set | Score | Data 2 | | Data 2 | | Data 2 | | Data 2 |
|----------|-------|--------|--------|--------|--------|--------|--------|
|          |       | ANN    | RNN    | GPR    | ANN    | RNN    | GPR    |
| Training | RMSE  | 35.0473| 59.0180| 31.1368| 45.2917| 36.5227| 31.2879|
|          | MAE   | 25.0001| 49.7384| 21.0440| 34.1862| 26.2834| 21.1799|
|          | MAPE  | 1.9171 | 3.8357 | 1.6709 | 2.7018 | 2.0214 | 1.6831 |
|          | NSE   | 0.9591 | 0.8840 | 0.9677 | 0.9309 | 0.9551 | 0.9670 |
|          | MAE   | 15.0893| 21.2099| 15.9251| 27.7526| 17.6295| 15.9248|
|          | MAPE  | 1.1021 | 1.5623 | 1.1599 | 2.0208 | 1.2898 | 1.1598 |
|          | NSE   | 0.6336 | 0.4523 | 0.6698 | 0.0150 | 0.5366 | 0.6698 |

It is essential to investigate the distributions of the errors as it can show the variability of the performance of the models. The forecast errors for Data 1 and Data 2 are displayed in Figure 7. We can see that the range of the GPR forecast errors is smaller than the errors from the ANN and RNN. Furthermore, the GPR errors are closer to zero than the others. The GPR also produces less extreme forecast errors.
GPR prediction with intervals

The evaluation scores indicate that GPR outperforms the ANN and RNN models. In this section, we focus on the ability of GPR in prediction with uncertainty. We note that the GPR produces similar forecasting outcomes for lag 1 and lag 2 inputs. For Data 1, we model with a large number of observations. This results in overfitting and yields too narrow GPR prediction intervals. For Data 2, when the data are at the low peak, the GPR prediction intervals are wider than the other periods. Figure 8 illustrates the GPR performance with 95% prediction intervals from 26 May 2020 to 28 June 2020, which is the overlapping forecasting area in Data 1 and Data 2. Thus, the effect of using a different number of observations in modeling can be compared. It can be seen that the predictive means of Data 1 are closer to the observed values than those of Data 2. Moreover, the prediction intervals of Data 1 modeling are narrower than those of Data 2. However, the prediction intervals of Data 2 modeling still cover the observed values.
Conclusions

This study presents the power of using GPR to predict the SET index from 2015 to 2020. Due to the COVID-19 pandemic, the stock prices fell drastically in the year 2020. As a result, the daily SET index is divided into 2 datasets: the data in years before and after the COVID-19 outbreak. The performance of the GPR model is compared with ANN and RNN for separate datasets. The findings reveal that the GPR could capture the tendency of the daily SET index better than ANN and RNN, especially the stock plunge during the early stage of the pandemic. On the other hand, prediction errors of the GPR are significantly lower than those of ANN and RNN for both datasets. Furthermore, the GPR forecasts are accompanied by a confidence interval of the prediction results. Therefore, it can be concluded that GPR is an exceptional method in time-series stock exchange forecasting. However, the GPR with Gaussian distribution assumption in the noises could be sensitive to extreme values or outliers in the data. In future studies, the implementation of GPR that can handle such extreme observations should be further discussed. Furthermore, the hybrid model that combined GPR with other machine learning methods can be proposed to obtain more reliable probabilistic prediction results with quantification of uncertainty.
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